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SAMPLING IN JUDGMENT AND DECISION
MAKING

Sampling approaches to judgment and decision making are distinct
from traditional accounts in psychology and neuroscience. While
these traditional accounts focus on limitations of the human mind
as a major source of bounded rationality, the sampling approach
originates in a broader cognitive-ecological perspective. It starts from
the fundamental assumption that in order to understand intrapsychic
cognitive processes one first has to understand the distributions of,
and the biases built into, the environmental information that pro-
vides input to all cognitive processes. Both the biases and restriction,
but also the assets and capacities of the human mind often reflect, to
a considerable degree, the irrational and rational features of the
information environment and its manifestations in the literature,
the Internet, and collective memory. Sampling approaches to judg-
ment and decision making constitute a prime example of theory-
driven research that promises to help behavioral scientists cope with
the challenges of replicability and practical usefulness.
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making from a cognitive-ecological perspective.
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related to subjective probability judgment, overconfidence, multiple-
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published numerous articles in Science, Proceedings of the National
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by condition. Dots indicate individuals’ allocations.
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analysis of variance (N ¼ ) found strong evidence
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. The generalization space (A) and property
generalization results (B) for the environmental
contamination study with category and property
framing. A Bayesian analysis of variance (N ¼ )
found strong evidence of an effect of sampling frames,
BF ¼ .. 

. Property generalization with a consistent category
frame (No Switch) and a combination of category
and property frames (Switch). S–S were small
rocks drawn from the training sample. T–T are
novel rocks of increasing size. A Bayesian mixed-model
analysis of variance (N ¼ ) found moderate evidence
of a difference between no-switch and switch
conditions, BF ¼ .. 

. The characteristic quantitative predictions
by each of the four cognitive process models
summarized in Table .. The identity lines in the
graphs represent correct judgments and the rectangles
in the left-most panels identify the rare but potentially
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larger errors that are predicted by Analysis(B).
The predictions in the graphs are stylized examples
of error-free predictions by the models that have either
been perturbed by a few larger errors (left-side panels
for Analysis(B)) or perturbed by a ubiquitous Gaussian
noise (right-side panels for Intuition(B)). 

. The error distributions from simulations with
adaptations of the Generalized Context Model
when applied to a multiple-cue judgment task
with a continuous criterion. From left to right,
a GCM applied to a continuous criterion with
extremely high specificity parameter that makes
a judgment by sampling the  most similar exemplars
from memory, sampling only the most similar exemplar. 

. Distributions of lambda (λ) for participants best fit
by an exemplar-based memory model, EBM
(right side panels) and a cue-abstraction model,
CAM (left side panels) performing an additive
task (top panels) or a nonadditive task (bottom panels). 

. The responses by ID  in an additive multiple-cue
learning task (squares) and the prediction by a standard
multiple regression model (the solid line) plotted
against the correct criterion value. Predictions by the
PNP model implementing a cue-abstraction model
coincide with the dotted identity line (x ¼ y).
Multiple data points overlap. 

. The responses by ID  in a nonadditive
multiple-cue learning task (squares) and the prediction
by a standard multiple regression model (the solid line)
plotted against the criterion value. Predictions by the
PNP model implementing a cue-abstraction model
coincide with the dotted identity line (x ¼ y).
Multiple data points overlap. 

. The responses (squares) by participant ID  and
ID  both best fitted by an EBM model. The
exemplars that are new in the test phase and require
extrapolation are the filled symbols. Except for the
extrapolation items, the predictions of the PNP
model coincide with the dotted identity line (x ¼ y).
Multiple data points overlap. 
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. Distribution of lambda (λ) for participants receiving
deterministic (left panel) or probabilistic (right panel)
feedback, best fit by CAM (top row) or EBM (bottom row). 

. Percentage of participants sampling the frequent option
per trial (left: Experiment a, right: Experiment b). 

. Percentage of participants sampling the frequent option
per trial (left: Experiment , right: Experiment ). 

. Degrees of distinctiveness among features and entities. 

. Distinctiveness of positive and negative features and entities. 

. Experiment: Scatterplot and regression lines of the
errors in average ratings as a function of the number
of ratings received by a picture. The black dots correspond
to the pictures for which the final score is outside
of the % CI for the quality qi (because our measure
of quality is based on a finite number of ratings,
it approximates the true quality and thus we computed
the % CI on the true quality). The grey dots
correspond to the pictures for which the final score
is within the % CI for quality. 

. Scatterplot and regression line of the association
between number of judgments and collective
evaluation in the two-country data set. Each circle
corresponds to one product. For visual clarity, the
graph is based on observations such
that � � ΔP i �  (N ¼ ). 

. The distribution of sample sizes from the human
data and IBL model for (a) all problems;
(b) Risky–Risky and Risky–Safe problems;
(c) Gains, Losses, and Mixed domain problems. 

. Correlation for each of the , paper-problem
pairs as predicted by the IBL model and the observed
sample size in the human data: (a) all problems;
(b) Risky–Risky and Risky-Safe problems;
(c) Gains, Losses, and Mixed domain problems. 

. An example of the marginal value δGapt in human
and model data up to  samples; (a) for all problems;
(b) Risky–Risky and Risky–Safe problems;
(c) Gain, Loss, and Mixed domain problems. 

. Empirically observed judgment strength J plotted
against sample size n for (a) externally determined

List of Figures xi

www.cambridge.org/9781316518656
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51865-6 — Sampling in Judgment and Decision Making
Edited by Klaus Fiedler , Peter Juslin , Jerker Denrell
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

sample size (truncation was determined by the software),
(b) for self-truncated sampling and (c) yoked controls
who received exactly the samples of (b). Judgment
strength denotes the extremity of the likability judgment
towards the population direction (i.e., likability as it
is judged for predominantly positive targets and
likability judgments with reversed sign for
predominantly negative targets). Thin grey lines
connect individual averages per sample size and
the solid black line averages per sample size of
these individual averages of judgment
strength J, error bars indicate corresponding standard errors. 

. Schematic diagram of the self–other yoked
controls design. The time axis is vertically oriented
from top to bottom. 

. Empirically observed judgment strength J plotted
against sample size n for (A) self-truncated sampling
in a first block, (B) yoked controls who received their
own samples in a second block, and (C) yoked controls
who received samples that were truncated by other
participants, with yoked control participants of
both (B) and (C) receiving samples from (A). 

. Graphical illustration of a fund-investment choice
task to investigate speed–accuracy trade-offs in sample-based
choice tasks. 

. Simulation results of the proportion of correct
decisions as a function of mean sample size n
based on an algorithm that always
samples n observations. 

. Schematic illustration of one of the sequences
of cost parameters used in the sample-based decision
task for Blocks  to , with displayed information
costs and payoff in the middle row and the
standardised ratio in the bottom row. 

. Graph indicating participants’ mean sample
sizes (grey squares with dashed bars) and
corresponding mean optimal sample size
(black points) for each cost ratio. Bars indicate standard
deviations. 

. Illustration of the distribution of subjective
value x. The two shaded areas under the curve
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represent the probabilities that event A or
event B, respectively, are judged to be more
frequent; in both cases, search is stopped and
no further circles are inspected. The nonshaded
area under the curve represents the case in which
the subjective value is not large enough to
discriminate between the events; in this case
another circle is selected for inspection. 

. Illustration of some possible trajectories that
social sampling with the social-circle model can take when
sequentially inspecting in memory a person’s social circles. 

. Domain specificity of social sampling (Panel a)
and available social information (Panel b). Panel a:
Proportion of adult participants whose circle weight parameters
indicated that the self, family, friends or acquaintance
circle was most likely to be probed first across
three different judgment domains. Panel b:
Mean proportions of items (vacation destinations,
sports, and first names) for which participants
recalled at least one instance, across the self, family, friends,
or acquaintance circle and for each of three
judgment domains. 

. Environmental properties manipulated in the
computer simulations: frequency distribution
(Panel a) and spatial clustering (Panel b); and
the resulting average sample size (Panel c) and
accuracy (Panel d) achieved by exhaustive and
heuristic sampling. 

. (a) Simulated example of the social sampling
process when the population includes two levels of the target
characteristic (voters of red and blue parties)
and two levels of homophily. Left (right) panel
shows an example of a social environment characterized
by high (low) homophily. (b) Empirical examples
of the social sampling process for populations
characterized by right-skewed, left-skewed, and symmetrical
distributions. 

. (a) Average of social-circle estimates tracks
population distributions of different attributes
well, and better than the average of people’s
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population estimates. Absolute errors in brackets.
(b) Social-circle question produced better predictions
of elections in France (N ¼ ,), Netherlands
(N ¼ ,), and Sweden (N ¼ ,) than own-intention
and (in the Netherlands) election-winner questions
Absolute errors in brackets. (c) The social-circle
question produced overall the lowest error of predictions
in three recent US elections, across several
survey waves (N > ,). 

. A visual schema of where motivations may
influence information processing. First,
motivations constrain samples by guiding
attention toward goal relevant information
(Path A) Second, group-based motivation
may lead to motivated interpretations of the
sampled information (Path B). Finally, people
may employ different sampling strategies over
time that capitalize on skewed experiences (Path C). 

. A visual representation of how information
was sampled over time. Below the arrow is a
generic representation of the paradigm flow.
Above the arrow is a representation of how
information was sampled in Studies  and . 

. Evaluations of ingroups and outgroups as a
function of valence of initial impressions
(Panels a and b) or real-group differences
(Panels c and d) in the political context and
minimal group context. Worse, Same and
Better is stated in reference to the ingroup.
Vertical bars denote standard error of the mean. 

. Probability of sampling from the ingroup
when the ingroup was de facto worse. Dashed
line denotes sampling as a function of a negative first sample,
whereas the solid line denotes sampling as a
function of a positive first sample. Error bars
denote standard error of the mean. 

. Social network structures analyzed in the simulations:
a) network of two agents; b) network of two groups,
 agents each, with  between-group links; c) network
of two groups,  agents each, with  between-group link;
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d) network of two groups,  agents each, with  between-
group links; e) network of two groups with distinct
identities,  agents each, with  between-group links. 

. A “family tree” of sampling algorithms where
parent nodes represent more generalized
concepts for specific algorithms in the leaf nodes.
Circled algorithms require global or approximate
global knowledge while squared ones require
local knowledge. 

. Schematic illustration of the internal sampling
process: Information is sampled from the
environment, which shapes an internal distribution.
Inferences are based on a small number of samples
drawn from the internal distribution. 

. The expected utility framework for sample-based models
in decision making. 
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. The original and reversed fourfold pattern. page 
. Maximization rate in studies that examine

a choice between “ with certainty” and “

with p ¼ :,  otherwise” under different conditions. 

. Four cognitive processes that can be identified
by the experimental design and the modeling
reported in Chapter  (the central four cells
of Table .). The cognitive algorithm employed
is either rule-based or exemplar-memory based,
as identified by extrapolation beyond the training range and the
processing may either involve an Analysis(B) or an Intuition(B)
process as identified by the judgment error distributions. 

. Compilation of factors that are varied across
the experiments in the database used for the
presented analyses. 

. Number of participants best fitted by
exemplar-based memory (EBM) and rule-based cue-abstraction
models (CAM), as well as number of noncategorized
participants and participants best fitted by the null model.
Additionally, median BIC-difference to the nd best
fitting model and median lambda (λ) for participants
best fitted by each model. 

. Example contingency table with joint frequencies
and marginal frequencies of the variables option
and outcome. 

. Possible joint frequencies (a, b, c, d) and
associations (φ) given the marginal frequencies
of the example in Table .. 
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. Example trivariate contingency table with joint
frequencies and marginal frequencies of the
variables option and outcome per time. 

. Experiment results. 

. PMax in sampling and final choice phases
for human and model data. 

. Overview of sample information for all  empirical studies. 

. Sampling algorithms and their statistical and
psychological implications. 

. Examples of how various psychological phenomena
are explained either by a prior on responses or
alternative sampling algorithms. 
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