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Computer Architecture for Scientists

The dramatic increase in computer performance has been extraordinary, but not for

all computations: it has key limits and structure. Software architects, developers, and

even data scientists need to understand how to exploit the fundamental structure of

computer performance to harness it for future applications.

Using a principled approach, Computer Architecture for Scientists covers the four

key pillars of computer performance and imparts a high-level basis for reasoning with

and understanding these concepts. These principles and models provide approachable

high-level insights and quantitative modeling without distracting low-level detail. The

pillars include:

• Small is fast: how size scaling drives performance.

• Hidden parallelism: how a sequential program can be executed faster with

parallelism.

• Dynamic locality: skirting physical limits, by arranging data in a smaller space.

• Explicit parallelism: increasing performance with teams of workers.

Finally, the text covers the GPU and machine-learning accelerators that have become

important for more and more mainstream applications. Ideal for upper-level under-

graduates.
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Preface

Because of computing’s history, the pedagogy of computer architecture has been

aimed at future computer designers and engineers. However, a growing number of

data scientists, engineers who are not computer engineers, and even the majority

of computer scientists (i.e. artificial intelligence and more) see computing as an

intellectual tool. These scientists and engineers need an understanding of computer

architecture for insights into how hardware enables, shapes, and limits performance.

They need an understanding of computer architecture that allows them to reason about

performance today and scaling into the future. It is for them that I have undertaken

this book.

In fall 2011 I joined the University of Chicago faculty and taught undergradu-

ate computer architecture. As the quarter progressed, it became clear that my stu-

dents had different backgrounds, motivations, and interests – a marked contrast to the

engineering students I taught at the University of Illinois and University of California,

San Diego. Over the course of several quarters, I realized that the traditional bottom-

up approach to teaching computer architecture (from gates to sequential circuits, from

instruction sets to pipelines and caches – with an emphasis on how it works and how to

optimize it) was not reaching these students. This traditional pedagogy is designed for

computer engineering students, and increasingly even many computer science students

do not find it compelling.

The University of Chicago students were interested in the “scientific principles” of

computer architecture, principles that would enable them to reason about hardware

performance for higher-level ends. Their view of computation was as an intellectual

multiplier, and they were interested in a top-down view of capabilities, scaling, and

limits – not mechanisms. Their point of view reflects computing’s broad expansion,

most recently manifest in artificial intelligence and data science, that has shifted com-

puter science’s center of mass upward and its boundary outward – into a wide variety

of sciences (physical, biological, and social) as well as nearly every aspect of society,

commerce, and even government.

For these data science, artificial intelligence, and applied machine learning stu-

dents, a foundation in computer architecture should provide scientific understanding

of how the remarkable power of computing is possible, and what limits that power –

and, as we look forward to the future, how the continued progress in technology will
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xii Preface

increase computing capabilities. This book provides such a principles-based ground-

ing in the current and future capabilities of computing hardware. It is designed for

several different curricula and settings:

• A quarter-long course in a Computer Science program in a liberal arts college or

Data Science program: Chapters 1–3, 5, and 7. Depending on the curricular fit,

perhaps add parts of microarchitecture (Chapter 4), framing CPUs as practically

universal (Chapter 6), and accelerators (Chapter 8).

• A semester-long course in a Computer Science program in a liberal arts or Data

Science program: Chapters 1–5, 7, and 9. If there is time, perhaps add back the hot

topic of accelerators (Chapter 8).

• A semester-long course in a Math–Computer Science or Data Science program at

an institution with a deep engineering culture: Chapters 1–9. This includes the

full text.
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