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A high school student can create deep Q-learning code to control her robot, without

any understanding of the meaning of “deep” or “Q,” or why the code sometimes

fails. This book is designed to explain the science behind reinforcement learning

and optimal control in a way that is accessible to students with a background

in calculus and matrix algebra. A unique focus is algorithm design to obtain the

fastest possible speed of convergence for learning algorithms, along with insight into

why reinforcement learning sometimes fails. Advanced stochastic process theory

is avoided at the start by substituting random exploration with more intuitive

deterministic probing for learning. Once these ideas are understood, it is not difficult

to master techniques rooted in stochastic control. These topics are covered in the

second part of the book, starting with Markov chain theory and ending with a fresh

look at actor-critic methods for reinforcement learning.

Sean Meyn is a professor and holds the Robert C. Pittman Eminent Scholar Chair in

the Department of Electrical and Computer Engineering, University of Florida. He is

well known for his research on stochastic processes and their applications. His award-

winning monograph Markov Chains and Stochastic Stability with R. L. Tweedie is

now a standard reference. In 2015, he and Professor Ana Bušić received a Google

Research Award recognizing research on renewable energy integration. He is an IEEE

Fellow and IEEE Control Systems Society distinguished lecturer on topics related to

both reinforcement learning and energy systems.
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March 9th of 2021 was one of the saddest days on record for me

and I’m sure most of my colleagues. On this day, Kishan Baheti

was taken from us by the COVID virus.

My dear friend Kishan, this book is dedicated to you.

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

Contents

Preface page xi

1 Introduction 1

1.1 What You Can Find in Here 1

1.2 What’s Missing? 4

1.3 Resources 5

Part I Fundamentals without Noise 7

2 Control Crash Course 9

2.1 You Have a Control Problem 9

2.2 What to Do about It? 11

2.3 State Space Models 12

2.4 Stability and Performance 17

2.5 A Glance Ahead: From Control Theory to RL 29

2.6 How Can We Ignore Noise? 32

2.7 Examples 32

2.8 Exercises 43

2.9 Notes 49

3 Optimal Control 51

3.1 Value Function for Total Cost 51

3.2 Bellman Equation 52

3.3 Variations 59

3.4 Inverse Dynamic Programming 63

3.5 Bellman Equation Is a Linear Program 64

3.6 Linear Quadratic Regulator 65

3.7 A Second Glance Ahead 67

3.8 Optimal Control in Continuous Time* 68

3.9 Examples 70

3.10 Exercises 78

3.11 Notes 83

4 ODE Methods for Algorithm Design 84

4.1 Ordinary Differential Equations 84

vii

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

viii Contents

4.2 A Brief Return to Reality 87

4.3 Newton–Raphson Flow 88

4.4 Optimization 90

4.5 Quasistochastic Approximation 97

4.6 Gradient-Free Optimization 113

4.7 Quasi Policy Gradient Algorithms 118

4.8 Stability of ODEs* 123

4.9 Convergence Theory for QSA* 131

4.10 Exercises 149

4.11 Notes 154

5 Value Function Approximations 159

5.1 Function Approximation Architectures 160

5.2 Exploration and ODE Approximations 168

5.3 TD-Learning and Linear Regression 171

5.4 Projected Bellman Equations and TD Algorithms 176

5.5 Convex Q-Learning 186

5.6 Q-Learning in Continuous Time* 191

5.7 Duality* 193

5.8 Exercises 196

5.9 Notes 199

Part II Reinforcement Learning and Stochastic Control 203

6 Markov Chains 205

6.1 Markov Models Are State Space Models 205

6.2 Simple Examples 208

6.3 Spectra and Ergodicity 211

6.4 A Random Glance Ahead 215

6.5 Poisson’s Equation 216

6.6 Lyapunov Functions 218

6.7 Simulation: Confidence Bounds and Control Variates 222

6.8 Sensitivity and Actor-Only Methods 230

6.9 Ergodic Theory for General Markov Chains* 233

6.10 Exercises 236

6.11 Notes 243

7 Stochastic Control 244

7.1 MDPs: A Quick Introduction 244

7.2 Fluid Models for Approximation 248

7.3 Queues 251

7.4 Speed Scaling 253

7.5 LQG 257

7.6 A Queueing Game 261

7.7 Controlling Rover with Partial Information 263

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

Contents ix

7.8 Bandits 266

7.9 Exercises 271

7.10 Notes 278

8 Stochastic Approximation 280

8.1 Asymptotic Covariance 281

8.2 Themes and Roadmaps 283

8.3 Examples 292

8.4 Algorithm Design Example 297

8.5 Zap Stochastic Approximation 300

8.6 Buyer Beware 304

8.7 Some Theory* 307

8.8 Exercises 314

8.9 Notes 315

9 Temporal Difference Methods 318

9.1 Policy Improvement 319

9.2 Function Approximation and Smoothing 323

9.3 Loss Functions 325

9.4 TD(λ) Learning 327

9.5 Return to the Q-Function 330

9.6 Watkins’s Q-Learning 337

9.7 Relative Q-Learning 344

9.8 GQ and Zap 348

9.9 Technical Proofs* 353

9.10 Exercises 357

9.11 Notes 359

10 Setting the Stage, Return of the Actors 362

10.1 The Stage, Projection, and Adjoints 363

10.2 Advantage and Innovation 367

10.3 Regeneration 369

10.4 Average Cost and Every Other Criterion 371

10.5 Gather the Actors 376

10.6 SGD without Bias 380

10.7 Advantage and Control Variates 382

10.8 Natural Gradient and Zap 384

10.9 Technical Proofs* 385

10.10 Notes 389

Appendices 393

A Mathematical Background 395

A.1 Notation and Math Background 395

A.2 Probability and Markovian Background 397

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

x Contents

B Markov Decision Processes 401

B.1 Total Cost and Every Other Criterion 401

B.2 Computational Aspects of MDPs 403

C Partial Observations and Belief States 409

C.1 POMDP Model 409

C.2 A Fully Observed MDP 410

C.3 Belief State Dynamics 413

References 415

Glossary of Symbols and Acronyms 431

Index 433

www.cambridge.org/9781316511961
www.cambridge.org


Cambridge University Press & Assessment
978-1-316-51196-1 — Control Systems and Reinforcement Learning
Sean Meyn 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

Preface

During the spring semester of 2020, I was delivering my stochastic control course, for which

the final weeks always focus on topics in reinforcement learning (RL). Throughout the

semester, I was thinking ahead to crash courses on this topic to be delivered later in the

year: two summer courses planned in Paris and Berlin, and another scheduled as part of the

Simons Institute program on reinforcement learning.1 A pandemic altered my travel plans,

but it also gave me time to reflect on how to better teach this difficult material.

Soon after the spring semester ended, I was contacted by Diana Gillooly, then an editor

at Cambridge University Press. She wrote “someone mentioned that you were scheduled to

deliver lectures on reinforcement learning,” and asked if I might be interested in writing a

book on the topic. Her brief email set in motion the pages that lie in front of you.

There is of course a longer history: the book is a product of handouts I’ve prepared over

more than a decade, and bits and pieces of papers and book chapters prepared over a longer

period.

However, I promised my co-organizers of the Simons Institute RL program that I would

present a crash course for true beginners, without heavy mathematics. I also promised

myself I would write a book that would be accessible to senior undergraduates and

graduate students, provided they came with sufficient motivation. These pandemic-induced

contemplations led to two themes that I felt a need to spell out:

(i) Within the control systems literature, there are dynamic programming techniques to

approximate the Q-function that appears in reinforcement learning. In particular, this

“value function” is the solution to a simple convex program (an example is the “DPLP”

appearing in Eq. (3.36)). Many of the algorithms in reinforcement learning are designed

to approximate the same function but are based on root finding problems that are not

well understood outside very special cases.

This is just one example of the need to build better bridges between control and RL.

I cannot claim the bridge is fully built. My hope is that the book will provide leads for

future discoveries based on insights from each discipline.

(ii) Stochastic approximation (SA) is the most common method for analysis of recursive

algorithms; this approach is commonly known as the ordinary differential equations

(ODE) method [136, 229, 301, 357]. The relationship between RL and SA was

recognized soon after Watkins introduced Q-learning [169, 352], and ODE methods for

1 Video and slides from the 2020 Fall program are now available at https://simons.berkeley.edu/

programs/rl20.
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xii Preface

analysis of optimization algorithms have grown in sophistication over the past decade

[198, 318, 335, 375]. Related ODE methods are part of a standard modeling framework

in statistical mechanics, genetics, epidemiology (e.g., the SIR model), and even voting

[24, 122, 225, 276].

The narrative is flipped in this book: rather than treating an ODE as simply an

analytical tool, every algorithm in this book begins with an ideal ODE that is regarded

as “step 1” in algorithm design. I believe this provides better insight into algorithm

synthesis and analysis.

However, justification of this approach using SA is highly technical. In particular, the

recent thesis and book chapter [107, 110] (which build on a similar narrative) assume

significant background in the theory of stochastic processes. In this book, we lift the

veil: there is nothing inherently stochastic about stochastic approximation, provided

you are willing to work with sinusoids or other deterministic probing signals instead of

stochastic processes. The ODE methods surveyed in Chapters 4 and 5 make no reference

to probability theory.

This is my third book, and like the others the writing came with discoveries. While

working on theme (i), my colleague Prashant Mehta and I found that Convex Q-Learning

could be made much more practical by borrowing batch RL concepts that are currently

popular. This led to the new work [246, 247] and new collaborations with Gergely Neu.

You will find text and equations from these papers scattered throughout Chapters 3 and 5.

Chapter 4 on ODE methods and quasi-stochastic approximation was to be built primarily

on [40, 41]. Over the summer of 2020, all of this material was generalized to create a

complete theory of convergence and convergence rates for these algorithms, along with

a better understanding of their application to both gradient-free optimization and policy

gradient techniques for RL [85–87].

The second part of the book, such as Zap Zero for Q-learning, and insights on the rate of

convergence for actor-critic methods. Each chapter ends with a “Notes” section that provides

an overview of the origins of the main conclusions.

Many newcomers to reinforcement learning may be disappointed to see that the theory

and algorithms in this book are far removed from the dream portrayed in the popular media:

reinforcement learning is often described as an “agent” interacting in a physical environment,

and maturing as it gains experience. Unfortunately, given today’s technologies, the process

of “learning from scratch while you control” is unlikely to succeed outside very special cases

such as online advertising.

The tone of this book is entirely different: we pose an optimal control problem, and show

how to obtain an approximate solution based on design of exploration strategies and tuning

rules. This is not an eccentricity of the author but a disciplined and accepted approach to

derive all of the standard approaches to reinforcement learning. In particular, the Q-learning

algorithm of Watkins and its extensions are designed to solve or approximate the “dynamic

programming” equations introduced in the 1950s.

The field is young, and its future may look something like the dream you had in mind

before you read this preface. I hope that in the near future we will discover new paradigms

for RL, perhaps drawing inspiration from intelligent living beings rather than optimality

equations from the past century. I have confidence that the fundamental principles in this

book will remain valuable without the shackles of the optimal control paradigm!
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