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acceleration, 82
accelerometer, 30, 232
adaptive step size, 144
adjoint operator, 65
affine function, 73
angular velocity, 96
ansatz, 20, 52, 53
assumed density, 166
  continuous-time filter, 210
Gaussian approximation, 166, 167, 172, 173, 178, 196
assumed density filter, 220
discrete-time, 221
asynchrony, 197
Avogadro constant, 25
backward Euler method, see Euler method
backward Kolmogorov equation, 68
basis function methods, 189
batch estimation problem, 202, 203
Bayes’ rule, 111, 115, 203, 212–214
Bayesian filter, 212, 221
discrete-time, 213, 217
Bayesian filtering, 212, 221
discrete-time, 213
Bayesian filtering theory, 68
Bayesian modeling, 29, 34, 197, 236, 241
Bayesian smoother, 224, 226
continuous, 226
discrete-time, 226
Beneš filter, 207, 210
Beneš model, 73, 109, 124, 170, 181, 185, 190, 195, 207, 214, 231
Beneš–Daum filter, 214, 215, 230
Bessel function, 260, 262
binomial coefficient, 260
Black–Scholes model, 32, 41, 52, 57, 72, 76, 232
blood-oxygen-level dependent signal, 32
Bochner’s theorem, 253
boundary condition, 5
boundary value problem, 121
Brownian motion, 24, 25, 44, 46, 100, 102, 107, 263
definition, 44
discrete-time, 111
fractional, 272
brute-force integration, 66
Butcher tableau, 143
  extended, 147, 148
car tracking model, 29, 83, 201, 202, 208, 232
Cartesian product, 169
Cayley–Hamilton theorem, 9
central limit theorem, 102
central moment, 73
Chapman–Kolmogorov equation, 69, 212, 214
Cholesky factorization, 169
companion matrix, 260, 275
computer graphics, 155
covariance function, 41, 70, 87, 92–94, 96, 252, 271
car tracking model, 29, 83, 201, 202, 208, 232
Cartesian product, 169
Cayley–Hamilton theorem, 9
central limit theorem, 102
central moment, 73
Chapman–Kolmogorov equation, 69, 212, 214
Cholesky factorization, 169
companion matrix, 260, 275
computer graphics, 155
covariance function, 41, 70, 87, 92–94, 96, 252, 271
control systems, 29
convolution, 12
covariance function, 41, 70, 87, 92–94, 96, 252, 271
central moment, 73
covariance function, 311
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linear, 264
Matérn, 260
noise, 263
periodic, 262
polynomial, 263
products, 265
rational quadratic, 261
RBF, 260
squared exponential, 260
sums, 265
Wiener process, 102, 263
Wiener velocity, 263
Cox–Ingersoll–Ross model, 75, 124
cross-covariance, 87
cross-product matrix, 41
cubature integration, 169
cumulant, 73
delta-correlation property, 36
differential equation
  first-order, 6
  homogeneous, 6
  inhomogeneous, 9
  linear, 6
  linear time-invariant, 13
  nonlinear, 16
time-varying, 10
diffusion equation, 23, 25
diffusion matrix, 106
Dirac delta function, 35, 190
Dirichlet boundary condition, 191
discrete-time filtering, 69
discrete-time model, 78, 80, 82–84
discrete-time samples, 197
discretization invariance, 198
dispersion matrix, 34, 199
Doob’s $h$-transform, 98, 113
drift function, 34, 199
drift removal, 108
Duffing van der Pol oscillator, 149, 150, 155, 162
educated guess approach, 20, 52
eigenbasis, 191
equivalent discretization, 79
Euler method, 16, 17, 140
  backward, 74, 144, 187
  forward, 74, 143, 144
Euler–Maruyama method, 39, 41, 57, 73, 124, 132, 133, 144, 192, 244
  weak, 137
event space element, 107
exact algorithm, 157
existence, 40
expectation–maximization method, 249
explicit rule, 17
explicit scheme, 143
exponentiated quadratic, 254
extended Kalman filter, 168, 219
  continuous-discrete, 221
extended Rauch–Tung–Striebel
  smoother, 228
type I, 229
type II, 229
type III, 230
Feynman–Kac equation, 119, 121
Feynman–Kac formula, 98, 118
filtering problem, 202, 247
  continuous-discrete linear Gaussian, 216
  continuous-time, 206
  continuous-time linear Gaussian, 208
  continuous-time nonlinear, 209, 210
discrete-time, 221
discrete-time linear, 216
filtering theory, 168, 170
finite-element method, 189
fixed point, 20, 21
Fokker–Planck equation, see
  Fokker–Planck–Kolmogorov
  equation
Fokker–Planck–Kolmogorov, 189, 212
discretization, 185
Fokker–Planck–Kolmogorov equation,
  59, 61, 68, 69, 73, 78, 166, 213, 236, 246
  forward Euler method, see Euler method
  forward Kolmogorov equation, see
  Fokker–Planck–Kolmogorov
  equation
Fourier basis, 189
Fourier domain, 92
Fourier duality of covariance and spectral density, 253
Fourier transform, 11–13, 92–95, 97, 253
  integrated, 95
Fourier–Hermite series, 183, 184, 195
functional magnetic resonance imaging, 32
Galerkin method, 246
gamma distribution, 261
gamma function, 75
Gauss–Hermite integration, 168, 169
Gaussian approximation, 70, 175
Gaussian assumed density filter, 220
Gaussian distribution, 70
Gaussian field, see Gaussian process
Gaussian filter, 220
Gaussian integral, 168, 170
Gaussian process, 71, 77, 78, 95, 102, 166, 167, 271, 272
definition, 252
regression, 251, 254, 266, 271
generator, 114, 180
definition, 60
generalized, 60
gaussian Brownian motion, see
Black–Scholes model
Girsanov theorem, 98, 104, 107, 108, 112, 158
discrete analogue, 111
global order, 17
gyrooscope, 30, 232
Haar function, 104
Haar wavelet, 194
heaviside step function, 13
Hermite expansion, 183–185, 236
Hermite polynomial, 136, 169, 183
Heun method, 17, 22, 142, 144
hidden Markov model, 234
hidden process, 197
Hilbert space, 103
hitting time, 113
homogeneous process, 253
Harwitz matrix, 90
hyperparameter, 266

implicit rule, 17
implicit scheme, 143
importance sampling, 111
impulse response, 12, 13, 15
initial condition, 5, 14, 77, 78
integrating factor, 9, 20
isotropic process
definition, 253
Itô calculus, 42
Itô differential, 56
Itô formula, 47, 48, 99, 118, 129, 136
Itô integral, 42, 43, 45, 60, 119, 147
approximation, 153
cross-term, 146
iterated, 133, 134, 136, 137, 146
Itô process, 47, 59, 67, 94, 105, 107
Itô–Taylor method
approximative, 174
Milstein, 133, 134
scalar weak order 2.0, 138
strong order 1.5, 136
Itô–Taylor series, 18, 126, 129, 134, 146, 174, 219, 244
Jacobian matrix, 167
Kallianpur–Striebel formula, 111
continuous-time, 208
Kalman–Bucy filter, 207–209, 228, 232
extended, 210, 232
unscented, 211
Karhunen–Loeve expansion, 103, 193
kernel density estimator, 192
kinetic energy, 27
Kronecker product, 265
Kronecker sum, 265
Kushner–Stratonovich equation, 206, 231

Lévy characterization theorem, 100
Lévy process, 35
Lévy–Ciesielski construction of Brownian motion, 104
Lagrange multiplier, 273
Laguerre polynomial, 262
Lamperti transform, 98, 99, 124, 158, 183
Langevin model of Brownian motion, 26, 74
Laplace approximation, 236
Laplace domain, 21, 28
Laplace transform, 13–15, 20, 21, 84
latent force model, 270
leap of faith, 36, 39
leapfrog integration, 156
Lebesgue integral, 42–44
likelihood, 235, 236
Lipschitz continuity, 40, 55
Lyapunov equation, 83, 90, 91, 93, 94

Malliavin calculus, 42
Markov chain Monte Carlo, 236, 237, 248
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Markov process, 113
definition, 67
Markov property, 59, 67
martingale, 55, 59, 100
definition, 59
Matérn model, 97
MATLAB®, 85, 86, 91
matrix exponential, 8, 9, 13, 15, 21, 36, 67, 80, 84, 86, 187, 191
matrix fraction decomposition, 77, 83, 85, 86, 91, 96, 241, 250
matrix inversion, 85
maximum a posteriori, 204, 236, 237, 249, 250
continuous-discrete paths, 204
continuous-time paths, 206
maximum entropy approximation, 246
maximum entropy distribution, 73
maximum likelihood, 250
maximum likelihood method, 235–237, 244, 249
mean function, 69
mean value theorem, 128
mean-reverting process, 57, 75
Mercer’s theorem, 103
Metropolis algorithm, 238
Metropolis-adjusted Langevin method, 75
Metropolis–Hastings algorithm, 238, 250
Müller method, 133, 145, 244
scalar, 134
minimum energy functional, 205
path, 205
MLP neural network, 251
molecular dynamics, 155
moment matching, 171, 245
moments, 69, 71–73, 137
noncentral, 182
Monte Carlo method, 75, 111, 209, 229, 236
multisensor application, 197
neuroimaging, 32
Newton’s law, 26, 29, 201
nilpotent matrix, 21, 82, 85
nonanticipative functional, 108
nonparametric model, 249, 253
Onsager–Machlup functional, 204, 205
operator exponential, 67
optimal filtering
continuous-time, see Kushner–Stratonovich equation
discrete-time, see Kalman filter
ordinary differential equation, 4, 126
Ornstein–Uhlenbeck process, 41, 50, 57, 65, 71, 75, 81, 91, 94, 96, 124, 209, 217, 218, 225, 228, 231, 235, 239, 250, 259
conditioned, 116
time-varying, 79
orthonormality, 189
oscillating measure, 117
Padé approximant, 261
partial differential equation, 185
basis function approximation, 186
finite-difference approximation, 186
particle filter, 219
path integral, 101, 102, 105, 116
pathwise uniqueness, 54
physiological signals, 32
Picard iteration, 19, 22, 40
stochastic, 54
Picard–Lindelöf theorem, 20, 40, 43
point collocation, 188
Poisson process, 35, 159
polynomial chaos, see Wiener chaos expansion
posterior distribution
joint distribution of states, 203
probability density, 61, 105
functionals, 205
probability measure, 101, 104, 106, 108
product rule, 169
propagator, 67
Python, 85
quadratic variation, 100
quantum mechanics, 98, 117, 118
quasimoment, 73
quasiperiodic, 32, 262, 275
Radon–Nikodym derivative, 108, 158
random walk, 25, 102
Rauch–Tung–Striebel smoother, 224,
227, 233, 266
rejection sampling, 158
resistor-capacitor circuit, 28
resonator circuit, 4
Riccati equation, 90
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Riemann integral, 42, 43
Ritz–Galerkin method, 188
Rodrigues formula, 41, 96
Runge–Kutta method, 17, 126, 142, 145, 187
   Euler, 16, 140, 143
   fourth-order, 17, 22, 143, 144, 170, 172
   Heun, 17
   implicit, 143
scale-mixture, 261
self-adjoint operator, 66
semigroup, 67
sensor measurement, 198
separable process
   definition, 253
sigma point, 168
sigma-algebra, 59
   sigma-point, 209–211, 221, 229
   continuous-time filter, 211
sigma-point filters, 221
sigma-point method, 170
simulated likelihood method, 192
sine diffusion model, 71, 160, 196
skeleton process, 160
smartphone, 30, 96, 232
smoothing problem, 202, 223, 247
   approximate algorithm, 228
   continuous-discrete, 223
   discrete-time linear, 224
solution
   general, 5, 78
   particular, 5, 34
   strong, 54, 108
   weak, 54, 108
space–time regularity property, 113, 115
spectral density, 34, 35, 92, 94, 96, 253
spectral method, 189
spring model, 4, 6, 18, 37, 85, 157
square-integrable process, 93
squared exponential, 254
stable system, 93
state-space model, 32, 94, 249, 270
   continuous-discrete, 200, 201, 203
   continuous-discrete linear, 216
   continuous-time, 198
   discrete-time, 213, 224
   discrete-time linear, 216
dynamic model, 199
measurement model, 199
stationary distribution, 76
stationary process, 92, 253
stationary solution, 64, 77, 90
stationary solution to the FPK, 64
stationary state, 41
statistical estimation problem, 202
statistical linearization, 167
steady-state, 90, 92, 97
Stein’s lemma, 167
Stieltjes integral, 42–44
stiff equation, 143
stochastic differential equation, 23, 33
   additive noise, 98
   approximate moments, 179
   conditioning, 113
   constant input, 87
   discrete-time approximation, 174
   Itô form, 47, 56
   linear, 49, 77, 88
   linear time-invariant, 36, 37, 50, 51, 80, 90, 92, 94
   linear time-variant, 84
   linearization approximation, 168
   local linearization, 175, 177
   multiplicative noise, 51, 72, 98, 156
   nonlinear, 52
   parameter estimation, 234
   sigma-point approximation, 170
   Stratonovich form, 55, 56, 58, 95, 193
   strong solution, 55
   time independent, 64
   time-dependent, 61
   transition density, 68
   weak solution, 54
stochastic Picard iteration, 55
stochastic Runge–Kutta method, 144, 219, 244
   Euler–Maruyama, 132, 144
   scalar weak order 2.0, 151
   strong order 1.0, 146
   strong order 1.0 Rößler, 148
   strong order 1.5 additive noise, 150
   weak order 2.0, 152
   weak order 2.0 Rößler, 153
stochastic Runge–Kutta methods, 174
stock price, 29, 32
Stoke’s law, 26
Stratonovich calculus, 42, 206
Stratonovich integral, 55
Stratonovich stochastic differential equation, 58
strong convergence, 137
strong order of convergence, 40, 132
strong uniqueness, 54
target tracking, 82
Taylor series, 8, 9, 18, 48, 127, 129, 140, 179–182, 209, 221, 229, 230, 244
time-marginal statistic, 87
time-reversibility, 156
time-varying phenomena, 33
transition density, 59, 68, 75, 78, 80–82, 109, 113, 185, 192, 203, 219, 235, 243, 245
approximation, 173, 182–184
transition kernel, 113
transition matrix, 78–80, 88
trapezoidal approximation, 17
uniqueness, 40
unscented Kalman filter, 219
unscented transform, 168, 169
variational approximation, 168

weak convergence, 137
weak equivalence, 78
weak order of convergence, 132, 137
weak solution, 80, 104, 108, 109, 124
weak uniqueness, 54
white noise, 34, 92
definition, 35

Wiener acceleration model, 96
Wiener chaos expansion, 194, 195
Wiener measure, 98, 101, 102, 116, 117, 203
Wiener process, 25, 82, 100, 263
Wiener velocity model, 82, 83, 85, 96, 250, 263
Wiener–Khinchin theorem, 92, 253

Zakai equation, 207, 231
zeroth-order-hold, 87