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Preface

This book is a result of two anachronisms. The first one is the old German tradition of writing a postdoctoral thesis. It is part of the habilitation process, which enables a researcher to become a professor. This intention has not materialized yet, but I really enjoyed the process itself when I was writing my habilitation thesis back in 2018. I found that the large format allowed me to put together many different things that I have been thinking about, so I decided to develop the thesis into something better and more comprehensive. And then suddenly came the second anachronism, the pandemic of the dangerous virus, which has been plaguing us since 2020. Never had I thought that such a thing would be possible in the twenty-first century. The shutdown, however, did have the proverbial silver lining, giving me the time and mental space necessary for thinking about the big picture.

Of course, a book may also be an anachronism these days, when important debates happen on Twitter or Facebook. I really hope we are not there yet, but for those who do not have time to read the whole text, the individual chapters should be sufficiently accessible. Some of them provide overviews of specific types of efficiency, while others are centred around a well-known linguistic phenomenon, such as causative constructions or differential case marking.

Thanks to my unconventional career path, or rather, stochastic Markov chain, I have had an opportunity to pursue different research directions and learn about different theories and methods from typology, functional and cognitive linguistics, psycholinguistics, neuroscience and corpus linguistics. I hope that this collection of findings from diverse disciplines will be useful to researchers from different frameworks and backgrounds, and will inspire more (and better) interdisciplinary research in language sciences.
An African proverb says, ‘It takes a village to raise a child.’ To paraphrase, it takes a research community to do science. This book is inspired by encounters with many brilliant people, face-to-face and more recently on Zoom. I could not possibly do justice to all of them here, to my colleagues and ex-colleagues in Leipzig, Nijmegen and around the world. Still, I must mention Martin Haspelmath, whose generous intellectual and practical support enabled me to start with this project when I was working in his Leipzig lab in 2016–2019. My work on this book has continued at the Max Planck Institute for Psycholinguistics in Nijmegen, where I have been working since 2019. I am particularly grateful to Peter Hagoort, the head of the Neurobiology of Language Department, who has given me a chance to learn about psycholinguistics and neuroscience, which are indispensable for efficiency research, in a very friendly and intellectually stimulating environment.

I have also learned a lot from my interactions with such experts on efficiency and closely related topics as Mira Ariel, Gertraud Fenk-Oczlon, Martin Haspelmath, John Hawkins, members and ex-members of Ted Gibson’s lab at the MIT, and many, many others. My special thanks go to all colleagues in the Language in Interaction Consortium, who have helped me to understand better the cognitive processes involved in human communication. Of course, all mistakes in this book are solely mine.

Financially, this research was possible thanks to the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agreement No. 670985) and later thanks to the Dutch Research Foundation NWO (Gravitation grant Language in Interaction, grant number 024.001.006).

I also want to thank my husband Björn for his unfailing faith in me and also for supporting me in my attempts to keep mens sana in corpore sano, which has been especially important and challenging in these strange times.
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