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Preface

This book provides comprehensive and clear coverage of deep learning, which has transformed the field of artificial intelligence. The book is distinctive in that it uses a unified notation, high-quality illustrated figures and the most up-to-date material in the field, and is accompanied by hundreds of code samples, exercises, and solutions on each topic, automatically generated by program synthesis. *The Science of Deep Learning* emerged from courses taught by the author in the past five years that have provided thousands of students with training and experience for their academic studies, and prepared them for careers in deep learning, machine learning, and artificial intelligence in leading companies in industry and academia. The motivation for the book is to provide a guide to the field built upon clear visualizations using a unified notation and equations. The content is self-contained, using a unified language so that students, teachers, and researchers in academia and industry can use the book without having to overcome the barriers to entry of the specific language and notation of each topic. Introductory topics are represented using both basic linear algebra and graphs simultaneously, along with the corresponding algorithms.

Coverage

The material is presented in five main parts:

1. Part I, on the foundations of deep learning, includes Chapters 1–4, which covers core deep learning material on forward and backpropagation, optimization, and regularization.
2. Part II, on deep learning architectures, includes Chapters 5–8. This covers key architectures including convolutional neural networks (CNNs), recurrent neural networks (RNNs), long short-term memory (LSTMs), gated recurrent units (GRUs), graph neural networks (GNNs), and Transformers.
3. Part III, on generative models, comprises Chapters 9 and 10, which cover generative adversarial networks (GANs) and variational autoencoders (VAEs).
4. Part IV addresses reinforcement learning and deep reinforcement learning (Chapters 11 and 12).
5. Part V, on applications (Chapter 13), covers a broad range of deep learning...
applications, which are also distributed among the chapters by topic and relevance.

6. Appendices provide equations for computing gradients in backpropagation and optimization, and best practices in scientific writing and reviewing.

Contribution

The book contributes to the literature in the field in that it uses rigorous math with a unified notation. In addition, over the past five years, during the course of instruction, advanced topics have been simplified to become part of the core, while bringing in new topics in the field as advanced topics. The key advantages of this book are that it is up-to-date, with the latest advances in the field including unique content; the math is rigorous, using a unified notation; and the book presents comprehensive algorithms and uses high-quality figures.

Audience and Prerequisite Knowledge

The book is intended for students and researchers in academia and industry, as well as lecturers in academia. The book is primarily intended for computer science undergraduate and graduate students, as well as advanced PhD students. This book has been used for teaching students mainly in computer science, electrical engineering, data science, statistics, and operations research. The required background is linear algebra and calculus. Optional background is machine learning and programming experience. The book is also applicable for a wide audience of students pursuing degrees in STEM fields with the required background. The book is useful for researchers in academia and industry, as well as data scientists and algorithm developers of artificial intelligence. Finally, the book may be used by lecturers in academia for teaching a course on deep learning, and chapters may be used in teaching topics in courses on machine learning, data science, optimization, and reinforcement learning at the undergraduate and graduate levels.

Usage

The first four parts of the book have been used as a textbook in courses on deep learning. The third part, on generative models, may be used as part of a course on unsupervised learning. The fourth part may be used as part of a course on reinforcement learning or deep reinforcement learning. Appendix A is useful for computing the gradients in backpropagation and optimization. Appendix B may be used in project-based courses for providing best practices in scientific writing and reviewing.
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# Abbreviations

- **A2C**: advantage actor–critic
- **A3C**: asynchronous advantage actor–critic
- **AMV**: Atlantic Multidecadal Variability
- **AVI**: amortized variational inference
- **BBVI**: black-box variational inference
- **BCE**: binary cross entropy
- **BERT**: bidirectional encoder representations from Transformers
- **BFGS**: Broyden–Fletcher–Goldfarb–Shanno (correction)
- **CFD**: computational fluid dynamics
- **CGAN**: conditional GAN
- **CLIP**: contrastive language-image pre-training
- **CNN**: convolutional neural network
- **DAG**: directed acyclic graph
- **DCGAN**: deep convolutional generative adversarial network
- **DDPG**: deep deterministic policy gradient
- **DDPM**: denoising diffusion probabilistic model
- **DFP**: Davidon–Fletcher–Powell (correction)
- **DMD**: digital micromirror device
- **DQN**: deep Q-network
- **ELBO**: evidence lower bound
- **EMD**: Earth mover’s distance
- **ENSO**: El Niño-Southern Oscillation
- **ESM**: Earth system model
- **FID**: Frechet inception distance
- **FKL**: forward KL
- **GAE**: generalized advantage estimation
- **GAN**: generative adversarial network
- **GAT**: graph attention network
- **GCN**: graph convolutional network
- **GDA**: Gradient descent ascent
- **GNN**: graph neural network
- **GPT-3**: generative pre-trained Transformer 3
- **GRU**: gated recurrent unit
- **IID**: independent and identically distributed
Abbreviations and Notation

IR      impulse response
IS      inception score
JS      Jensen–Shannon (divergence)
KL      Kullback–Leibler
LSTM    long short-term memory
MAE     mean absolute error
MC      Monte Carlo
MCMC    Markov chain Monte Carlo
MCTS    Monte Carlo tree search
MDP     Markov decision process
MFVI    mean-field variational inference
MST     minimum spanning tree
NAS     neural architecture search
NPCC    negative Pearson correlation coefficient
NPG     natural policy gradient
OGDA    optimistic gradient descent ascent
PCA     principle component analysis
PPO     proximal policy optimization
ReLU    rectified linear unit function
RFIW    Recognizing Families in the Wild
RKL     reverse KL
RNN     recurrent neural network
seq2seq sequence-to-sequence (models)
SGAN    semi-supervised GAN
SGD     stochastic gradient descent
SLM     spatial light modulator
SSP     single-source shortest paths
SSS     sea surface salinity
SST     sea-surface temperatures
TD      temporal difference
TRPO    trust region policy optimization
TSP     traveling salesman problem
UCB     upper confidence bound
VAE     variational autoencoder
VI      variational inference
VQ-VAE  vector quantized variational autoencoder
VRN     Volumetric Regression Network
VRP     vehicle routing problem
WGAN    Wasserstein GAN
Abbreviations and Notation

Notation

General

\( \mathbb{E} \)  
expectation

\( \mathbb{R} \)  
real numbers

\( I \)  
identity matrix

\( X^T \)  
matrix transpose

\( \|x\|_p \)  
\( \ell_p \) norm of vector \( x \)

\( \cap \)  
intersection

\( \cup \)  
union

\( \| \)  
concatenation of vectors

\( \mathcal{N}(\mu, \sigma) \)  
Gaussian distribution with mean \( \mu \) and standard deviation \( \sigma \)

\( \nabla_x y \)  
gradient of \( y \) with respect to \( x \)

Neural Networks

\( \alpha \)  
learning rate

\( \theta \)  
learning parameter

\( \ell \)  
network layer index

\( W^\ell \)  
weight matrix of layer

\( z^\ell \)  
pre-activation vector of layer

\( Z^\ell \)  
pre-activation matrix of layer

\( a^\ell \)  
activation vector of layer

\( A^\ell \)  
activation matrix of layer

\( f^\ell \)  
non-linear activation function of layer

\( \sigma \)  
sigmoid function

\( \mathcal{L} \)  
loss function

\( \mathcal{R} \)  
regularization function

Convolutional Neural Networks

\( f * g \)  
convolution of functions \( f \) and \( g \)

Sequence Models

\( x_t \)  
input vector at time \( t \)

\( h_t \)  
hidden vector at time \( t \)

\( y_t \)  
output vector at time \( t \)

\( U \)  
weight matrix applied to input vector shared across time

\( V \)  
weight matrix applied to hidden vector shared across time

\( W \)  
weight matrix applied to previous hidden vector shared across time
### Abbreviations and Notation

#### Graph Neural Networks
- $G$: graph
- $V$: graph nodes
- $E$: graph edges
- $N(i)$: neighbors of node $i$
- $A$: graph adjacency matrix
- $D$: graph diagonal degree matrix
- $L$: graph Laplacian matrix
- $L_{\text{sym}}$: symmetric normalized Laplacian matrix
- $L_{\text{rw}}$: random walk normalized Laplacian matrix
- $h^\ell$: embedding vector of layer $\ell$

#### Generative Models
- $D$: GAN discriminator
- $G$: GAN generator
- $D_{\text{KL}}$: Kullback–Leibler divergence
- $D_{\text{JS}}$: Jenson–Shannon divergence

#### Reinforcement Learning
- $s$: state
- $S$: set of states
- $a$: action
- $A$: set of actions
- $T(s,a,s')$: transition function from state $s$ and action $a$ to next state $s'$
- $r$: reward
- $R(s,a)$: reward for state $s$ and action $a$
- $\gamma$: reward discount factor
- $g_t$: return at time step $t$
- $\pi$: policy
- $\pi(a|s)$: probability of taking action $a$ in state $s$ under policy $\pi$
- $h$: horizon
- $V^h_\pi(s)$: state value function with respect to policy $\pi$ with horizon $h$ of state $s$
- $Q^h_\pi(s,a)$: action value function with respect to policy $\pi$ with horizon $h$ of state $s$ and action $a$
- $\pi^*$: optimal policy
- $V_*(s)$: state value function with respect to optimal policy $\pi^*$ for state $s$
- $Q_*(s,a)$: action value function with respect to optimal policy $\pi^*$ for state $s$ and action $a$