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- Two-way frequency table, 450
- Two way design, 283
- Type I error, 184–185, 209, 261
- Type II error, 184–185, 215

U
- Unbiased estimator, 137
- Ungrouped frequency distributions, 39
- Unimodal distribution, 58, 77, 108
- Unit normal distribution. See Standard normal distribution
- Upper limits of class interval, 44–45
- Upper real limit of a number, 31
- U test. See Mann-Whitney $U$ test

V
- Variability, 87
- Variability measures
  - definition of, 71, 87
  - population variance, 89–90
  - range, 88
  - standard deviation, 92
  - variance, 91
- Variable, 2
- Variables
  - continuous, 30
  - dependent, 10, 196
  - discrete, 30
  - extraneous, 196
  - independent, 10, 195
  - subject, 12, 21, 370
- Variance
  - between-groups, 240
  - computation of, 92–93
error, 240
estimated population, 91, 140
homogeneity of, 209
population, 89
proportion accounted for, 216
sample, 91
within-groups error, 240

W
Wilcoxon signed-ranks test
computations for, 473
critical values, 473
decision making from, 474
reporting results of, 477
statistical hypotheses for, 473
Within-groups error variance, 240
Within-subjects design, 223, 338–339

X
X-axis, 53

Y
Y-axis, 53
Y-intercept
of least squares regression line, 424
of straight line, 414
\( Y' \), 419

Z
z scores
finding area between two, 111–120
formula for Pearson \( r \), 383
standard normal deviate, 111
using with standard normal distribution, 111–120
using with standard scores, 128–129
z statistic, 163–165
z test, 163–168