Cognitive linguists and psychologists have often argued that language is best understood as an association network; however, while the network view of language has had a significant impact on the study of morphology and lexical semantics, it is only recently that researchers have taken an explicit network approach to the study of syntax. This innovative study presents a dynamic network model of grammar in which all aspects of linguistic structure, including core concepts of syntax (e.g., phrase structure, word classes, grammatical relations), are analyzed in terms of associative connections between different types of linguistic elements. These associations are shaped by domain-general learning processes that are operative in language use and sensitive to frequency of occurrence. Drawing on research from usage-based linguistics and cognitive psychology, the book provides an overview of frequency effects in grammar and analyzes these effects within the framework of a dynamic network model.

Holger Diessel is Professor of English Linguistics at the Friedrich-Schiller-Universität Jena. His publications include two monographs, Demonstratives: Form, Function and Grammaticalization (1999) and The Acquisition of Complex Sentences (Cambridge, 2004), and more than 50 articles in journals and edited volumes.
The Grammar Network

How Linguistic Structure is Shaped by Language Use

Holger Diessel

Friedrich-Schiller-Universität Jena, Germany
Contents

List of Figures  page viii
List of Tables   xii
Preface   xiii
List of Abbreviations   xv

1 Introduction  1
  1.1 Preliminary Remarks  1
  1.2 Three General Principles of Usage-Based Linguistics  2
  1.3 Goal and Scope of the Book  5

Part I Foundations  7
2 Grammar as a Network  9
  2.1 Introduction  9
  2.2 Some General Properties of Networks  9
  2.3 A Nested Network Model of Grammar  11
  2.4 Signs as Networks  13
  2.5 Networks of Signs  17
  2.6 Summary  21

3 Cognitive Processes and Language Use  23
  3.1 Introduction  23
  3.2 Linguistic Decisions  24
  3.3 Social Cognition  25
  3.4 Conceptualization  27
  3.5 Memory-Related Processes  30
  3.6 Competing Motivations  36
  3.7 Acquisition and Change  37
  3.8 Summary  39

Part II Signs as Networks  41
4 The Taxonomic Network  43
  4.1 Introduction  43
  4.2 The Taxonomic Organization of Constructions  43
vi Contents

4.3 Schema Extraction in Infancy 46
4.4 Statistical Patterns in the Ambient Language 49
4.5 The Acquisition of Constructional Schemas 51
4.6 The Emergence of Constructional Schemas in Language History 56
4.7 Conclusion 62

5 Sequential Relations 63

5.1 Introduction 63
5.2 Lexical Prefabs and Idiomaticity 65
5.3 Words, Clitics and Morphemes 67
5.4 Morphological Gradience 72
5.5 The Suffixing Preference 78
5.6 Syntactic Predictions 82
5.7 Syntactic Constituents 85
5.8 Conclusion 88

6 Symbolic Relations 90

6.1 Introduction 90
6.2 The Creation of Symbolic Associations in L1 Acquisition 91
6.3 The Network Approach to Lexical Semantics 93
6.4 The Structure of the Knowledge Network 95
6.5 The Role of the Context 99
6.6 The Meaning of Constructions 107
6.7 Conclusion 111

Part III Filler–Slot Relations 113

7 Argument Structure and Linguistic Productivity 115

7.1 Introduction 115
7.2 Theories of Argument Structure 115
7.3 The Network Approach to Argument Structure 121
7.4 Semantically Motivated Extensions of Verb-Argument Schemas 126
7.5 Frequency and the Internal Structure of Verb-Argument Schemas 130
7.6 Grammatical Ecology 132
7.7 Conclusion 140

8 A Dynamic Network Model of Parts of Speech 142

8.1 Introduction 142
8.2 The Network Approach to Grammatical Word Classes 143
8.3 Nouns and Verbs 144
8.4 Adjectives 157
8.5 Subclasses 161
8.6 Grammatical Function Words 167
8.7 Conclusion 171

9 Phrase Structure 172

9.1 Introduction 172
9.2 Constituent Types 173
9.3 The Conceptual Foundations of Compound Phrases 175
Contents

9.4 Grammatical Phrases 178
9.5 Word Order Correlations 182
9.6 Other Cognitive Processes That Influence Word Order 189
9.7 Filler–Slot Relations 191
9.8 Conclusion 195

Part IV Constructional Relations 197
10 Construction Families 199
  10.1 Introduction 199
  10.2 Horizontal Relations 199
  10.3 The Mental Lexicon 200
  10.4 Structural Priming 202
  10.5 Sentence Processing 205
  10.6 Language Acquisition 209
  10.7 Language Change 215
  10.8 Conclusion 222

11 Encoding Asymmetries of Grammatical Categories 223
  11.1 Introduction 223
  11.2 Cross-Linguistic Asymmetries in the Encoding of Grammatical Categories 224
  11.3 Frequency, Economy and Social Cognition 228
  11.4 Grammatical Relations 229
  11.5 Optional and Differential Object Marking 236
  11.6 The Diachronic Evolution of Object Case Marking 242
  11.7 Case Marking and Semantic Maps 245
  11.8 Conclusion 247

12 Conclusion 249
  12.1 Grammar as a Network 249
  12.2 Cognitive Processes and Language Use 250

References 253
Author Index 281
Subject Index 286
Figures

1.1 The English genitive construction  
2.1 Symbolic associations  
2.2 Sequential associations  
2.3 Taxonomic network of possessive/genitive constructions in English  
2.4 Lexical associations between the lexeme sky and four other semantically and/or phonetically related items  
2.5 Constructional relations between six morphological schemas of an inflectional paradigm in Latin  
2.6 Filler–slot relations of property terms and two adjective schemas (in English)  
3.1 Conceptualization of come and go  
3.2 Long-term memory with moving focus of attention  
3.3 Object similarity and structural similarity  
4.1 Hierarchical network of English relative-clause constructions  
4.2 Schematization and categorization  
4.3 Pattern matching  
4.4 Cluster analysis of lexical items based on their distribution in the ambient language  
4.5 Development of fully schematic constructions from lexical sequences via pivot constructions  
4.6 Emerging constructional schema of secondary modal verbs (in English)  
4.7 Radial category of secondary modal verbs  
4.8 Radial category of English determiners  
5.1 Sequential links of lexical prefabs  
5.2 Proportion of contracted auxiliary have after certain pronouns  
5.3 Morphological network with sequential and lexical associations  
5.4 Lexical and sequential links of morphologically complex words
List of Figures

5.5 Lexical autonomy: the development of sequential and lexical relations (as a result of fusion) 77
5.6 Frequency of (free) verbal grams and (bound) verbal affixes in pre- and postverbal position in a controlled sample of 50 languages 79
5.7 Sequential relations of NPs with pre- and postposed determiners 80
5.8 Sequential links of the (default) ditransitive construction in Japanese 85
5.9 Sequential structure of the English noun phrase 86
5.10 Continuum of V-P-N(P) sequences (in English) 87
5.11 Sequential links of English V-PP construction 88
6.1 Point of access and spreading activation 95
6.2 Frames and domains 96
6.3 Transfer event frame evoked by the verbs send and receive 97
6.4 The frame of season: figure, ground and conceptual domains 100
6.5 Conceptual shift caused by semantic incompatibility 102
6.6 Conceptual domains of the various senses of head 105
6.7 Polysemy network of head 106
6.8 Diachronic development of a polysemous item 107
6.9 The resultative construction 108
7.1 Argument-structure network of the double-object and to-dative constructions 124
7.2 Argument-structure network of discuss and keep 126
7.3 Internal structure of three different verb-argument schemas with 20 verb types 131
7.4 Constructional network of an artificial language: experiment 1 of Wonnacott et al. (2008) 134
7.5 Constructional network of an artificial language: experiment 2 of Wonnacott et al. (2008) 135
7.6 Proportion of alternating and nonalternating verbs in the English double-object and to-dative constructions 136
7.7 Percentage of to-dative and double-object responses after to-dative and double-object constructions with novel verbs 137
7.8 Proportion of alternating and nonalternating verbs in the two constructions of the locative alternation 139
8.1 Hierarchical organization of N/V-schemas (in English) 147
8.2 Word class network of lexemes and N/V-schemas (in English) 151
8.3 Typical and atypical associations between four (English) lexical roots and the three major word class schemas 159
List of Figures

8.4 Typical and atypical associations between three semantic classes of lexical items and the three major word class schemas
8.5 Associations between property roots and different word class schemas in languages with open and closed classes of adjectives
8.6 Network of count nouns and mass nouns (in English)
8.7 Network of stative/dynamic verbs and two different aspect schemas (in English)
8.8 Past tense schema of sing/cling verbs
8.9 Associations between existing and novel base forms and three English past tense schemas
8.10 Some frequent diachronic paths leading from content words and demonstratives to grammatical function words and bound morphemes
8.11 Network of relational expressions linked to schemas of adpositional phrases and subordinate clauses
9.1 Syntactic phrase structure tree
9.2 Complement and modifier constructions
9.3 VP consisting of a head verb and a manner adverb
9.4 NPs consisting of a head noun and a prepositional/clausal modifier
9.5 Diachronic developments of adpositional phrases from VPs and NPs
9.6 Diachronic development of Aux-V phrase from V-V phrase
9.7 Diachronic development of NP/DP schema from appositional construction with demonstrative pronoun and co-occurring noun
9.8 Diachronic development of complement clause from quotative construction
9.9 Diachronic relationship between V-O/O-V and Aux-V/V-Aux
9.10 Diachronic relationship between V-O/O-V and P-NP/NP-P
9.11 Diachronic relationship between N-G/G-N and P-NP/NP-P
9.12 Network of locally related word order pairs
9.13 Filler–slot relations of genitive NP
9.14 Filler–slot relations of the double-object construction
10.1 Lexical network with three lexical families
10.2 Relationship between subject and object relative clauses and their construction neighbors (in English)
10.3 Unadjusted reading times of subject and object RCs
10.4 Percentage of correct responses to different types of relative clauses
List of Figures

10.5 Family of English relative clauses and their relationship to other construction families 214
10.6 Proportions of the three most frequent word orders of declarative sentences in Old and Middle English 216
10.7 V2 and V1 constructions in German 218
10.8 Proportions of periphrastic do in yes/no questions and adverbial/object WH-questions between 1450 and 1750 220
10.9 Diachronic sources of SAI constructions 221
10.10 Proportions of periphrastic do in object WH-questions between 1450 and 1700 221
11.1 Constructional relations between case-marked NPs in Turkish 226
11.2 Argument roles of (in)transitive clauses 233
11.3 Semantic network of thematic roles and referential hierarchies 234
11.4 Prototypical associations between A and P and four semantic hierarchies 235
11.5 Semantic map of French à 246
11.6 Semantic map of English to 247
Tables

2.1 Overview of the various types of relations of the grammar network

3.1 Some domain-general processes of language use

4.1 Mean looking times to matching/nonmatching word order stimuli

4.2 AAB stimuli used by Marcus et al. (1999)

4.3 Bigram frequencies of 1000 target words in the ambient language

5.1 Examples of prefabricated lexical sequences

5.2 Number words in old and modern Indo-European languages

5.3 Token frequencies of refurbish/furbish and rekindle/kindle

5.4 Frequency of complex forms and base forms

7.1 Distribution of give in the double-object and to-dative constructions

8.1 Pragmatic and conceptual properties of N/V-schemas

8.2 Correlations between propositional act functions and semantic word classes

8.3 Conceptual properties of the three major word class schemas

8.4 Percentage of irregular responses to different nonce verbs

9.1 Examples of compound phrases and grammatical phrases

9.2 Correlation between the order of verb and object and of noun and relative clause

10.1 Subject and object relatives in written and spoken registers of English

11.1 Proportions of singular and plural nouns in five languages

11.2 Proportions of case-marked NPs in a corpus of spontaneous Japanese
Preface

Cognitive linguists have often argued that language is best understood as an associative network, but while the network view of language has had a significant impact on the study of morphology and lexical semantics, few studies have taken an explicit network approach to the analysis of syntax. This book presents a dynamic network model of grammar in which all aspects of linguistic structure, including core concepts of syntax (e.g., word classes, grammatical relations, constituent structure), are analyzed in terms of associative connections between different aspects of linguistic knowledge. These associations are shaped by domain-general learning processes that are operative in language use and sensitive to frequency of occurrence. A wealth of recent results indicate that frequency affects the activation and processing of lexemes, categories and constructions, which can have long-lasting effects on the development of linguistic structure.

Drawing on research from various subfields of linguistics (e.g., construction grammar, cognitive semantics, historical linguistics, linguistic typology) and cognitive psychology (e.g., language acquisition, sentence processing, structural priming), the book provides an overview of frequency effects in grammar and analyzes these effects in the framework of a dynamic network model.

The book is written for a broad readership, including researchers and graduate students of linguistics, psycholinguistics and cognitive science. It does not presuppose expert knowledge in any research area and approaches the study of grammar from an interdisciplinary perspective. While written as a monograph, the book can also be used as an advanced textbook for a seminar on usage-based linguistics or functional-cognitive grammar.

The idea of writing this book was born during my senior fellowship at the Freiburg Institute for Advanced Studies in 2011, when I also taught a seminar on usage-based grammar at the Graduiertenkolleg (Frequency Effects in Language) of the University of Freiburg. I would like to express my gratitude to the Freiburg linguists for providing me with a very stimulating environment and for many fruitful discussions.

After my visit to the University of Freiburg, it took another four years of reading and preparation before I eventually began to write the first chapters of
the manuscript during my fellowship at the Wissenschaftskolleg in Berlin (WIKO), where I joined an interdisciplinary research group on language evolution. During my stay at the WIKO (2015–2016), I had numerous discussions with language scientists from other disciplines who convinced me that my project would be of interest not only to linguists but also to researchers and students of psychology and cognitive science. As a consequence, I have written this book from an interdisciplinary perspective so that it is accessible to readers from different backgrounds. I am very grateful for the support I received from the Wissenschaftskolleg in Berlin and would like to thank the members of our research group, in particular, Luc Steels and Peter Gärdenfors.

A special word of thanks is due to Martin Haspelmath, who read drafts of several chapters of the manuscript and provided many valuable and insightful comments. I am also grateful to Michael Arbib, Heike Behrens, Barthe Bloom, Merlijn Breunesse, Daniel Jach and Eva-Maria Orth for stimulating discussions and to my colleagues from the University of Jena for providing feedback on several colloquium presentations on topics related to this book. Finally, I would like to thank the editor of Cambridge University Press, Helen Barton, for her support and encouragement.
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<td>adverb</td>
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<tr>
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</tr>
<tr>
<td>A(G)</td>
<td>agent</td>
</tr>
<tr>
<td>AGR</td>
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<tr>
<td>CC</td>
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</tr>
<tr>
<td>CL</td>
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</tr>
<tr>
<td>CLIT</td>
<td>clitic</td>
</tr>
<tr>
<td>COMPL</td>
<td>complement</td>
</tr>
<tr>
<td>CONJ</td>
<td>conjunction</td>
</tr>
<tr>
<td>COP</td>
<td>copular verb</td>
</tr>
<tr>
<td>CV</td>
<td>consonant-vowel</td>
</tr>
<tr>
<td>DAT</td>
<td>dative</td>
</tr>
<tr>
<td>DEM</td>
<td>demonstrative</td>
</tr>
<tr>
<td>DET</td>
<td>determiner</td>
</tr>
<tr>
<td>DITRANS</td>
<td>ditransitive</td>
</tr>
<tr>
<td>DEC</td>
<td>declarative</td>
</tr>
<tr>
<td>DOM</td>
<td>differential object marking</td>
</tr>
<tr>
<td>DU</td>
<td>dual</td>
</tr>
<tr>
<td>DUR</td>
<td>durative</td>
</tr>
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F     feminine
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IC    immediate constituent
IMPF  imperfective
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IND   indicative
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INST  instrument
INTER interjection
INTR  intransitive
IRR   irrealis
L1    first (native) language
L2    second language
LOC   locative
M     masculine
MAIN  main clause
MOD   modal verb
N     noun
NC    noun class
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NML   nominalization
NOM   nominative
NP    noun phrase
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O/OBJ object
P     preposition
P(A)  patient
PL    plural
POSS  possessive
PP    prepositional phrase
P.PRO personal pronoun
PRO   pronoun
PRS   present tense
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PTC   participle
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RC    relative clause
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<table>
<thead>
<tr>
<th>REL</th>
<th>relative pronoun/relative marker</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>clause/sentence</td>
</tr>
<tr>
<td>SAI</td>
<td>subject–auxiliary inversion</td>
</tr>
<tr>
<td>SBJV</td>
<td>subjunctive</td>
</tr>
<tr>
<td>SFP</td>
<td>sentence-final particle</td>
</tr>
<tr>
<td>SG/S</td>
<td>singular</td>
</tr>
<tr>
<td>S/SUBJ</td>
<td>subject</td>
</tr>
<tr>
<td>SUB</td>
<td>subordinate (clause)</td>
</tr>
<tr>
<td>TAM</td>
<td>tense–aspect–mood</td>
</tr>
<tr>
<td>TH</td>
<td>theme</td>
</tr>
<tr>
<td>TOP</td>
<td>topic</td>
</tr>
<tr>
<td>TR</td>
<td>transitive</td>
</tr>
<tr>
<td>V</td>
<td>verb</td>
</tr>
<tr>
<td>VP</td>
<td>verb phrase</td>
</tr>
<tr>
<td>WH</td>
<td>question word</td>
</tr>
</tbody>
</table>