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Lipschitz bandit, 215
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Markov policy, 453
Markov process, 41
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Markov property, 471
Markov reward process, 393
martingale, 39
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maximal inequality, 40, 104, 225
measurable map, 16
measurable set, 15
measurable space, 15
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median-of-means, 95
memoryless deterministic policy, 453
memoryless policy, 453
metric entropy, 227
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minimax optimal, 155
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model, 371
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non-parametric, 47
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non-stationary bandit, 55
nonstationary, 136
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Bayesian, 389–92
online gradient descent, 288
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operator, 32
optimal experimental design, 231, 363
optimal value function, 457
optimisation oracle, 200, 326
optimism bias, 92
optional stopping theorem, 40
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parametric, 47
Pareto optimal, 158, 369
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partial monitoring, 7
partially observable Markov decision process, 471
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Poisson distribution, 67
policy, 52
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position-based model, 341
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probability distribution, 15
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probability measure, 15
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Radon–Nikodym derivative, 30
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random variable, 14
ranked bandit model, 350
ranking and selection, 365
rate function, 68
reactive adversary, 136
reduction, 307, 354
regret, 5
adversarial, 127
non-stationary, 332
policy, 136
pseudo, 55
pseudo, random, 186
random, 55
stochastic, 48
tracking, 332
regret decomposition lemma, 50
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regulariser, 287
reinforcement learning, 7, 79, 400, 463
relative entropy, 162–5, 270, 383
restless bandit, 337, 402
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right stochastic matrix, 452
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signal variance, 374
signal-to-noise ratio, 309
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stochastic process, 37
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stopping time, 39
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sub-σ-algebra, 15
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zeroth-order stochastic optimisation, 364