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Essentials of Pattern Recognition

This textbook introduces fundamental concepts, major models, and popular

applications of pattern recognition for a one-semester undergraduate course. To ensure

student understanding, the text focuses on a relatively small number of core concepts

with an abundance of illustrations and examples. Concepts are reinforced with hands-

on exercises to nurture the student’s skill in problem solving. New concepts and

algorithms are framed by real-world context, and established as part of the big picture

introduced in an early chapter. A problem-solving strategy is employed in several

chapters to equip students with an approach for new problems in pattern recognition.

This text also points out common errors that a new player in pattern recognition may

encounter, and fosters the ability of readers to find useful resources and independently

solve a new pattern-recognition task through various working examples. Students

with an undergraduate understanding of mathematical analysis, linear algebra, and

probability will be well prepared to master the concepts and mathematical analysis

presented here.
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Preface

Pattern recognition, a research area that extracts useful patterns (or regularities) from

data and applies these patterns to subsequent decision processes, has always been an

important topic in computer science and related subject areas. Applications of deep

learning, the current focus of attention in artificial intelligence, are mainly pattern

recognition tasks. Although pattern recognition has direct applications in our society,

the shortage of well-trained pattern recognition researchers and practitioners is also

obvious.

As an introductory textbook, the purpose of this book is to introduce background

and fundamental concepts, major models, and popular applications of pattern recogni-

tion. By learning the theories and techniques, followed by hands-on exercises, I hope

a beginner will nurture the ability for independent problem solving in the pattern

recognition field.

Several classic textbooks have been published in this field. Do we need yet another

new one (such as this book)? My answer to this question is yes. These widely adopted

pattern recognition textbooks were mostly published a decade ago, but nowadays quite

a number of characteristics differ significantly from where the pattern recognition

area was ten years ago. Deep learning is a typical example of such novel character-

istics. The final chapter of this book introduces convolutional neural networks, the

most important deep learning model. Recent achievements and views from the pattern

recognition research frontier are also reflected throughout this book.

The major goal, and hopefully the most important feature of this book, however,

is to ensure that all readers understand its contents—even a reader who is not strong

(or is even slightly weak) in mathematical and other background knowledge related to

pattern recognition. To achieve this goal, I have used many illustrations and examples,

emphasized the cause and effect of various methods (e.g., their motivations, applica-

tions, and applicable conditions), and have not omitted any steps in the mathematical

derivations. I also provide all necessary background knowledge and encourage the

reader to obtain hands-on experience when appropriate. I also wish this book will serve

as an excellent reference book for practitioners in pattern recognition and machine

learning (including deep learning).

Chapter 14 is a good example to illustrate these features. Expectation-maximization

(EM) is an algorithm that is important in both pattern recognition and machine learn-

ing. However, in the classic textbook (Bishop 1995a), EM occupies only seven pages

and the core mathematical derivation only two pages! This succinct treatment may
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xiv Preface

be suitable for experienced or talented readers, but not necessarily for the general

audience who are interested in learning pattern recognition.

In Chapter 14 of this book, I introduce the EM algorithm’s necessity and main idea

through an example (the Gaussian mixture model, GMM), which paves the way for a

formal description of EM. The EM algorithm, although very short in its mathematical

form, is not easy to follow for beginners. I continue to use GMM as a worked example

and prepare the derivation and meaning of every step in full detail. Finally, the EM

updating equations for the GMM become obvious and neat. In the exercise problems,

I ask the reader to derive the EM algorithm independently without resorting to the

chapter. In another exercise problem, I ask the reader to independently derive Baum–

Welch, another classic EM derivation—with the help of well-designed hints and steps.

For this same EM algorithm, I use 17 pages, and I believe this chapter will help readers

not only to learn the EM algorithm smoothly, but also to understand its key ideas and

its merits and drawbacks.

Obviously, this book can elaborate on only a carefully selected small subset of core

contents. However, other important topics are also briefly mentioned in chapters and

exercise problems (e.g., locally linear embedding and the exponential family), and I

provide pointers to resources at the end of most chapters if a reader wants to dive

deeper into pattern recognition. The core contents of this book may also help a reader

to form a foundation for understanding deep learning.

This book also emphasizes hands-on experience. Some details, although not rel-

evant to mathematical derivations, are vital in practical systems. These details are

emphasized when appropriate in the book. The design of the exercise problems took

me one year. In order to fully understand this book, it is essential that a reader com-

pletes these problems. Some problems ask a reader to install software packages, read

manuals, and solve problems by writing code.

Finally, beyond teaching knowledge, I want to nurture two kinds of ability in this

book. First, when presented with a new task, I want to encourage readers to indepen-

dently solve it by following these steps: analyzing the problem, obtaining an idea to

solve it, formalizing the idea, simplifying the formulation, and then solving it. Second,

when encountering a problem that may be easily solved with the help of existing

resources, I hope readers can actively search and find such resources (e.g., software

packages, manuals, products) such that the problem can be solved promptly rather

than reinventing the wheel.

It is always a difficult mission to write a textbook. The conception of this book

began in July 2013, when I had just returned to my alma mater, Nanjing University,

and planned to start a new course, Pattern Recognition. Throughout the six-and-a-

half-year writing process, I have been grateful to many people for their kind support.

A partial list of persons I wish to acknowledge is shown here in an approximate

chronological order.

• Professor James M. Rehg at the Georgia Institute of Technology, my PhD supervi-

sor. Jim’s suggestions improved some critical parts of this book too.
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• My colleagues at the LAMDA (Learning And Mining from DatA) institute, the

Department of Computer Science and Technology (and School of Artificial Intelli-

gence) at Nanjing University. The LAMDA institute provides an excellent research

environment. Discussions and collaborations with LAMDA director Professor Zhi-

Hua Zhou, my fellow teachers, and LAMDA postgraduate students have been very

helpful. LAMDA secretaries also saved me a lot of time by taking care of many

administrative procedures.

• Students enrolled in my Pattern Recognition courses. After I used a draft of a few

chapters as course notes, the enthusiastic and positive feedback I received from

them encouraged me to continue the writing process. Interactions in and after the

lectures also greatly shaped the presentation of this book. In addition, numerous

typos and errors have been pointed out by them. Although a full list of names is

not provided here due to limitations on space , they will be acknowledged in this

book’s accompanying home page.

• Graduate students under my supervision. The collaborative efforts between myself

and my supervisees ensured that research efforts in my small group carried on

productively. Thus, I had more time to write this book. They were often also the

first batch of readers of this book.

• The managers and editors at Cambridge University Press (CUP). Mr. David Liu

from CUP visited my office and discussed a potential publication proposal with me

when this book’s draft was almost finished. His friendly reminders pushed me to

devote more time and to finish the book writing and publication process as early as

possible. Ms. Lisa Pinto, lead of the higher education branch’s development team

at CUP, supervised and greatly helped the editing process.

• My dear family members. Before the birth of my son, this book was mostly written

at home, either before I went to the office or after I returned. However, since his

birth, especially once he learned to walk, I could use only my time in the office, on

an airplane, or on a train trip for this book. I wish to thank my wife, son, parents,

and parents-in-law for their love and support!

Any feedback or comments are most welcome. Please send them to the following

email address: pr.book.wujx@gmail.com.
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Notation

R set of real values

R+ set of nonnegative real values

Z set of integers

� defined as

(·)T transpose of a matrix

1, 0 vector of all 1s or all 0s, respectively

‖ · ‖ norm of a matrix or a vector

x ⊥ y two vectors x and y are orthogonal

In (I ) identity matrix of size n × n

det(X) or |X| determinant of X when X is a square matrix

|D| size (cardinality) of D when D is a set

X−1 inverse of a square matrix X

X+ Moore–Penrose pseudoinverse of matrix X

tr(X) trace of a square matrix X

rank(X) rank of a matrix X

diag(a1,a2, . . . ,an) diagonal matrix with diagonal entries being ai

diag(X) vector formed from diagonal entries in square matrix X

X ≻ 0 (X � 0) square matrix X is positive (semi)definite

Pr(·) probability of an event

EX[f (X)] expectation of f (X) with respect to X

Var(X) (Cov(X)) variance (covariance matrix) of X

ρX,Y Pearson’s correlation coefficient

N (µ,σ2) normal distribution with mean µ and variance σ2

�·� indicator function

⌈·⌉ and ⌊·⌋ ceiling and floor functions, respectively

sign(x) the sign of x ∈ R, can be 0, 1 or −1

∝ proportional to

x+ hinge loss, x+ = max(0,x)

O(·) big-O notation

x1:t abbreviation for the sequence x1,x2, . . . ,xt
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