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“This is an excellent and very timely text, presenting the modern tools of high-dimensional
geometry and probability in a very accessible and applications-oriented manner, with plenty
of informative exercises. The book is infused with the author’s insights and intuition in
this field, and has extensive references to the latest developments in the area. It will be an
extremely useful resource both for newcomers to this subject and for expert researchers.”

– Terence Tao, University of California, Los Angeles

“Methods of high-dimensional probability have become indispensable in numerous prob-
lems of probability theory and its applications in mathematics, statistics, computer science,
and electrical engineering. Roman Vershynin’s wonderful text fills a major gap in the litera-
ture by providing a highly accessible introduction to this area. Starting with no prerequisites
beyond a first course in probability and linear algebra, Vershynin takes the reader on a guided
tour through the subject and consistently illustrates the utility of the material through modern
data science applications. This book should be essential reading for students and researchers
in probability theory, data science, and related fields.”

– Ramon van Handel, Princeton University

“This very welcome contribution to the literature gives a concise introduction to several
topics in ‘high-dimensional probability’ that are of key relevance in contemporary statistical
science and machine learning. The author achieves a fine balance between presenting deep
theory and maintaining readability for a non-specialist audience – this book is thus highly
recommended for graduate students and researchers alike who wish to learn more about this
by-now-indispensable field of modern mathematics.”

– Richard Nickl, University of Cambridge

“Vershynin is one of the world’s leading experts in the area of high-dimensional probability,
and his textbook provides a gentle yet thorough treatment of many of the key tools in the
area and their applications to the field of data science. The topics covered here are a must-
know for anyone looking to do mathematical work in the field, covering subjects important
in machine learning, algorithms and theoretical computer science, signal processing, and
applied mathematics.”

– Jelani Nelson, Harvard University

“High-Dimensional Probability is an excellent treatment of modern methods in probability
and data analysis. Vershynin’s perspective is unique and insightful, informed by his expertise
as both a probabilist and a functional analyst. His treatment of the subject is gentle, thorough,
and inviting, providing a great resource for both newcomers and those familiar with the
subject. I believe, as the author does, that the topics covered in this book are indeed essential
ingredients of the developing foundations of data science.”

– Santosh Vempala, Georgia Institute of Technology
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“Renowned for his deep contributions to high-dimensional probability, Roman Vershynin is
to be commended for the clarity of his progressive exposition of the important concepts,
tools, and techniques of the field. Advanced students and practitioners interested in the
mathematical foundations of data science will enjoy the many relevant worked examples
and lively use of exercises. This book is the reference I had been waiting for.”

– Rémi Gribonval, IEEE & EURASIP Fellow, Directeur de Recherche, Inria, France

“High-dimensional probability is a fascinating mathematical theory that has grown rapidly
in recent years. It is fundamental to high-dimensional statistics, machine learning, and data
science. In this book, Roman Vershynin, who is a leading researcher in high-dimensional
probability and a master of exposition, provides the basic tools and some of the main results
and applications of high-dimensional probability. This book is an excellent textbook for
a graduate course that will be appreciated by mathematics, statistics, computer science,
and engineering students. It will also serve as an excellent reference book for researchers
working in high-dimensional probability and statistics.”

– Elchanan Mossel, Massachusetts Institute of Technology

“This book on the theory and application of high-dimensional probability is a work of
exceptional clarity that will be valuable to students and researchers interested in the founda-
tions of data science. A working knowledge of high-dimensional probability is essential for
researchers at the intersection of applied mathematics, statistics, and computer science. The
widely accessible presentation will make this book a classic that everyone in foundational
data science will want to have on their bookshelf.”

– Alfred Hero, University of Michigan

“Vershynin’s book is a brilliant introduction to the mathematics which is at the core of
modern signal processing and data science. The focus is on concentration of measure and its
applications to random matrices, random graphs, dimensionality reduction, and suprema of
random process. The treatment is remarkably clean, and the reader will learn beautiful and
deep mathematics without unnecessary formalism.”

– Andrea Montanari, Stanford University
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High-Dimensional Probability

An Introduction with Applications in Data Science

High-Dimensional Probability offers insight into the behavior of random vectors,

random matrices, random subspaces, and objects used to quantify uncertainty in

high dimensions. Drawing on ideas from probability, analysis, and geometry, it lends

itself to applications in mathematics, statistics, theoretical computer science, signal

processing, optimization, and more. It is the first text to integrate theory, key tools,

and modern applications of high-dimensional probability. Concentration inequalities

form the core, and it covers both classical results such as Hoeffding’s and Cher-

noff’s inequalities and modern developments such as the matrix Bernstein inequality.

It then introduces powerful methods based on stochastic processes, including such

tools as Slepian’s, Sudakov’s, and Dudley’s inequalities, as well as generic chain-

ing and bounds based on VC dimension. A broad range of illustrations is embedded

throughout, including classical and modern results for covariance estimation, clus-

tering, networks, semidefinite programming, coding, dimension reduction, matrix

completion, machine learning, compressed sensing, and sparse regression. Hints for

many of the exercises are given at the back of the book.

R O M A N V E R S H Y N I N is Professor of Mathematics at the University of Califor-

nia, Irvine. He studies random geometric structures across mathematics and data

sciences, in particular in random matrix theory, geometric functional analysis, con-

vex and discrete geometry, geometric combinatorics, high-dimensional statistics,

information theory, machine learning, signal processing, and numerical analysis.

His honors include an Alfred Sloan Research Fellowship in 2005, an invited talk

at the International Congress of Mathematicians in Hyderabad in 2010, and a Bessel

Research Award from the Humboldt Foundation in 2013. His “Introduction to the

non-asymptotic analysis of random matrices” has become a popular educational

resource for many new researchers in probability and data science.
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Foreword

This book begins with an appetizer: the empirical method of B. Maurey for approximating
points in the convex hull of a set by averages. It is a beautiful and fascinating example where
probability theory can elegantly solve problems which at first sight have nothing to do with
probabilities. It is a very gratifying experience to learn from this book that probability theory
opens up a whole world of other mathematical areas (which may have been found very
difficult to access before).

After presenting the necessary background material, the book goes straight into the heart
of the matter in Chapter 3. Concentration in high dimensions is treated in an enlightening
way. For example, the formula

√

n ± O(
√

n) =
√

n ± O(1)

in Remark 3.1.2 says it all in all its simplicity. Likewise for Figure 3.6, where a Gaussian
point cloud is shown in high dimensions: it concentrates on a sphere with radius

√
n. This

shape has hardly anything in common with the bell shape in dimension 2 or 3 – our low-
dimensional intuition is useless! As another example where probability theory can make life
easier, the book provides an insightful proof of Grothendieck’s inequality. To understand any
of the other proofs of Grothendieck’s inequality (with “good” constants), I would probably
need several years.

Let me mention another theme that is extremely well explained in the book: the isoperi-
metric inequality and how it leads to blow up. If a subset of the sphere covers at least 50
percent, then its coverage is exponentially close to 100 percent. The book also presents sev-
eral extensions to other metric spaces, for example concentration on the Grassmannian. In
this way it provides a first entrance into this area, and one would like to learn more. The
supplied pointers allow one to do so.

The book is a joy to read. The author conveys the material as an exciting story and one
keeps on reading. Participation in the development of the storyline is encouraged by the
many exercises that are scattered throughout the text.

Other topics treated in this book are random matrices, empirical process theory, and sparse
recovery, to name a few. The results are important for research in data science but also simply
of beauty on their own. Many students and researchers may have heard the key words, and
this is the book to find out what they are really about.

Sara van de Geer, ETH Zürich
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Preface

Who is This Book For?

This is a textbook in probability in high dimensions with a view toward applications in data
sciences. It is intended for doctoral and advanced masters students and beginning researchers
in mathematics, statistics, electrical engineering, computational biology, and related areas
who are looking to expand their knowledge of theoretical methods used in modern research
in the data sciences.

Why This Book?

The data sciences are moving fast, and probabilistic methods often provide a foundation and
inspiration for such advances. Today, a typical graduate probability course is no longer suf-
ficient to acquire the level of mathematical sophistication that is expected from a beginning
researcher in data sciences. The book is intended to partially cover this gap. It presents some
key probabilistic methods and results that form an essential toolbox for a mathematical data
scientist. It can be used as a textbook for a basic second course in probability with a view
toward data science applications. It is also suitable for self-study.

What is This Book About?

High-dimensional probability is an area of probability theory that studies random objects in
R

n , where the dimension n can be very large. The book places particular emphasis on ran-
dom vectors, random matrices, and random projections. It teaches basic theoretical skills for
the analysis of these objects, which include concentration inequalities, covering and packing
arguments, decoupling and symmetrization tricks, chaining and comparison techniques for
stochastic processes, combinatorial reasoning based on the VC dimension, and a lot more.

The study of high-dimensional probability provides vital theoretical tools for applica-
tions in data science. The book integrates theory with applications for covariance estimation,
semidefinite programming, networks, elements of statistical learning, error correcting codes,
clustering, matrix completion, dimension reduction, sparse signal recovery, and sparse
regression.

Prerequisites

The essential prerequisites for reading this book are a rigorous course in probability theory
(of the Masters or Ph.D. level), an excellent command of undergraduate linear algebra, and

xiii

www.cambridge.org/9781108415194
www.cambridge.org


Cambridge University Press
978-1-108-41519-4 — High-Dimensional Probability
Roman Vershynin 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xiv Preface

general familiarity with basic notions about metrics, normed and Hilbert spaces, and linear
operators. A knowledge of measure theory is not essential but would be helpful.

A Word on the Exercises

The exercises are integrated into the text. The reader can do them immediately to check his or
her understanding of the material just presented, and to prepare better for later developments.
The difficulty of the exercises is indicated by the number of coffee cups; it ranges from easy
(�) to hard (����). A pointing hand (�) means that a hint is available at the end of the
book.

Related Reading

The book covers only a fraction of the theoretical apparatus of high-dimensional probability
and illustrates it with only a sample of data science applications. Each chapter in this book
concludes with a Notes section, which has pointers to other texts on the subject matter of
the chapter. A few particularly useful sources are noted here. The now classical book [8]
showcases the probabilistic method in applications to discrete mathematics and computer
science. The forthcoming book [19] will present a panorama of mathematical data science,
focusing on applications in computer science. Both these books will be accessible to grad-
uate and advanced undergraduate students. The lecture notes [206] are pitched at graduate
students and present more theoretical material in high-dimensional probability.
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