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Core Statistics

Based on two courses for new graduate students, Core Statistics provides concise

coverage of the fundamentals of inference for parametric statistical models, including

both theory and practical numerical computation. The book considers both frequentist

maximum likelihood estimation and Bayesian stochastic simulation, focusing on

general methods applicable to a wide range of models and emphasizing the common

questions addressed by the two approaches.

This compact book aims to cover the core knowledge needed by beginning

graduate students in statistical subjects, at a level suitable for those going on to

develop new methods or undertaking novel applications of statistical modelling:

Bayesian and frequentist approaches to modelling and inference; practical

computational implementation, including numerical issues; brief coverage of some

essential probability; and the essentials of R as a statistical programming language.

Aimed also at any quantitative scientist who uses statistical methods, this book will

deepen readers’ understanding of why and when methods work and explain how to

develop suitable methods for non-standard situations, such as in ecology, big data

analysis and genomics.

S I M O N N . W O O D works as a professor of statistics at the University of Bath, with

particular interests in statistical computing, methodology of smoothing and

environmental statistics.
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Preface

This book is aimed at the numerate reader who has probably taken an in-

troductory statistics and probability course at some stage and would like

a brief introduction to the core methods of statistics and how they are ap-

plied, not necessarily in the context of standard models. The first chapter

is a brief review of some basic probability theory needed for what fol-

lows. Chapter 2 discusses statistical models and the questions addressed by

statistical inference and introduces the maximum likelihood and Bayesian

approaches to answering them. Chapter 3 is a short overview of the R pro-

gramming language. Chapter 4 provides a concise coverage of the large

sample theory of maximum likelihood estimation, and Chapter 5 discusses

the numerical methods required to use this theory. Chapter 6 covers the

numerical methods useful for Bayesian computation, in particular Markov

chain Monte Carlo. Chapter 7 provides a brief tour of the theory and prac-

tice of linear modelling. Appendices then cover some useful information

on common distributions, matrix computation and random number genera-

tion. The book is neither an encyclopedia nor a cookbook, and the bibliog-

raphy aims to provide a compact list of the most useful sources for further

reading, rather than being extensive. The aim is to offer a concise coverage

of the core knowledge needed to understand and use parametric statistical

methods and to build new methods for analysing data. Modern statistics

exists at the interface between computation and theory, and this book re-

flects that fact. I am grateful to Nicole Augustin, Finn Lindgren, the editors

at Cambridge University Press and the students on the Bath course ‘Ap-

plied Statistical Inference’ and the Academy for PhD Training in Statistics

course ‘Statistical Computing’ for many useful comments.
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