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Preface

Modern society is data driven. When you buy – or even shop for – a shirt on the Internet, the next time you enter the web, you’ll be inundated with advertisements for more shirts, all the outcome of data collection, analysis, and targeted marketing. Global networks have been designed specifically to deliver stock market and commodities market data for near real-time trading. Public services depend heavily on censuses for allocation of government funding and assistance programs to the populations that need them. These same censuses determine the districts needed for so-called enfranchisement, at least in the United States. Travel, particularly international, is regulated based on personal information collected by government agencies. Large chain retailers collect cash-out data to stock according to collective shopping habits. Educators undertake quantitative assessments of new instructional methods to determine best practice. Health policy administrators analyze data to allocate resources according to the timing and volume of patient needs. These applications are just a hint of the universal use of data in both public and private spheres.

The ubiquity of data-driven decisions means that our personal and collective lives are affected daily by how data are analyzed and interpreted. When data are interpreted accurately, we expect fair treatment. When data are improperly collected, analyzed, or interpreted, not only is our quality of life diminished, but the faulty information can debilitate or even kill. Clearly, then, we want data analysts who, conscious of the consequences of poor or incorrect analyses, have the knowledge to extract information from data – properly and with a healthy awareness of any uncertainties that should qualify interpretation.

To support this kind of mastery, we have written this handbook to overcome two common limitations in tutorial resources for practicing data analysts.

- **We make a broad selection of the most useful basic models, from a range of disciplines and domains.** Applied disciplines that use statistical analysis sometimes rely on a restricted set of tools particular to the discipline. Although this practice has advantages at the entry level, it can encourage overreliance on familiar methods to the exclusion of viable, even superior, alternatives. This danger is compounded if discipline-specific software entrenches an unchanging set of models. Our approach is to look at a variety of data that is typical of modern applications and to present the models most likely to extract meaningful information. Our goal is not to present all possible useful models, but to build your facility with a range of core methods so that you are equipped to tackle new data with new or adapted models.
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• We deal with data as it comes, which is often non-Gaussian and often correlated.

Common practice, especially with large data sets, has been to assume that the data are close enough to Gaussian and uncorrelated even when these assumptions can be shown to be untrue. Misapplied analyses then produce tangles of misinformation. Our approach is to guide you to and through the statistical methods that best match the characteristics of the data under consideration, in particular methods suited to the prevalent non-Gaussian forms of observational data. Our goal is for you to become confident in building models for your real-world purposes.

This handbook is for data analysts with a grounding in basic statistics, biostatistics, econometrics, business statistics, social science statistics, or predictive analytics who want to develop their modeling skills beyond the commonly used, idealized setting of independent Gaussian analyses. We assume you are practiced in the use of descriptive statistics, analysis of variance, and regression.

All data analyses are performed on real and publicly available data sets, which are revisited multiple times to show differing results using various modeling options. You will see concrete examples of common pitfalls, issues that arise from messy data, and interpretation of model results. To encourage your hands-on engagement and so you can replicate any of the analyses, code for all analyses is provided as both R and SAS commands, available online at www.cambridge.org/riggslalonde.

The modeling methods are presented from a data analyst’s perspective. We use basic mathematics to summarize model structure, basic model diagnostics, model effects interpretation, and predictive ability; however, our emphasis is always on the application of methods, rather than study of the methods themselves. We demonstrate how the methods are (or are not) appropriate, and how weak or strong is a model’s performance with a given data set. This includes effects interpretation, predictive strength, and model aptness for model-to-model comparisons. While the book is well suited as a text for graduate-level methods courses, we present models through “standalone” discussions, so that you can use any single chapter as a self-contained resource for the models covered there.

Chapter 1 is the gateway to the rest of the book. In it the four driving data sets are described and explored, including all relevant variables used for analyses in later chapters. Chapter 2 gives a review of all the model types used in the book. Then, after a review of ordinary least squares estimation models in Chapter 3, we progress in the heart of the book through remedial methods under such violations of least squares assumptions as heteroscedasticity, serial correlation, and endogenous variables as found in panel data types, in addition to models for nonnormal responses, autocorrelated responses, time-to-event responses, and ending with structural equation modeling. The final chapter gives a point-by-point system for matching data to models.
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