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  Foreword

This is a much needed book that skilfully discusses the fascinating subject of MRI 
reconstruction procedures and its applications. Many research developments in the 
area of MRI reconstruction took place in the late 1990s and early 2000s. But it was not 
until 2006–07 that researchers showed how to harness powerful techniques developed 
in applied mathematics and theoretical signal processing to accelerate MRI acquisition. 
This generated lots of enthusiasm in MRI reconstruction research, a branch popularly 
known as ‘Compressed Sensing’. There are several books on MRI, covering aspects like 
MR physics or its clinical applications or covering both aspects. But only a few amongst 
them cover, in an exhaustive manner, topics on MR image formation and analysis or ‘MR 
reconstruction’ as it is more popularly called. Prior to the application of Compressed 
Sensing in MRI, the literature on MRI reconstruction procedures could be covered in a 
chapter or two. But in the post Compressed Sensing era, a plethora of new mathematical 
techniques and algorithms are being applied for MRI reconstruction procedures and 
hundreds of research papers have appeared on this topic. This emphasizes the need for 
a comprehensive book that deals with the various aspects of Compressed Sensing in MRI.

This book organizes all the modern MRI reconstruction techniques in a clear and 
concise manner and one can easily sense the practical experience of the author in this area. 
Compressed Sensing, being a highly mathematical topic, requires graduate level training 
in applied mathematics. However, this book keeps the theory of Compressed Sensing to 
a minimum without diluting the fundamental concepts and it introduces it in an intuitive 
fashion. Anyone with a basic degree in science and engineering can easily follow this book. 
Thus, the scope of this book stretches from the fundamentals of mathematical theory to the 
most advanced MRI reconstruction procedures and algorithms and their applications in MRI.

I am convinced that this book will serve as an excellent source of information for senior 
undergraduate as well as graduate students. Further, it may also be used by educationalists 
who want to design a full course on MRI reconstruction. Researchers in signal processing 
who want to learn about the applications of mathematical techniques in MRI reconstruction 
or medical physicists who would like to be abreast with the latest in MRI reconstruction 
will also find this book to be an excellent reference. 

Professor N. R. Jagannathan
Department of NMR & MRI Facility

All India Institute of Medical Sciences, New Delhi
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  Preface

This book is about modern approaches to magnetic resonance imaging (MRI) 
reconstruction. In the last decade, MRI has benefitted immensely from advances in 
applied mathematics and signal processing. Leveraging these techniques, MRI scans are 
now being performed two to four times faster than before. In this book, we learn how 
these techniques have been used in the recent past to accelerate MRI scans.

During my PhD, I worked on a few different areas of MRI reconstruction – static MRI, 
dynamic MRI, parallel MRI (static and dynamic) and quantitative MRI. After I relocated 
to India, Manish Chaudhury commissioning editor at Cambridge University Press, 
inspired me to write a book and I was eager to write about signal processing techniques 
in MRI. It took me about one and half years to complete this volume. 

When I started working on MRI reconstruction, I felt that there is a gap between the 
practitioners and the theoreticians. On one side, there were researchers in signal processing 
and applied maths who were interested in theoretical proofs and algorithms. On the other, 
there were the MRI physicists and engineers who had lots of interesting problems that 
were waiting to be solved. Since then, many researchers have worked very hard to reduce 
this gap. The concerted effort of so many researchers is finally bearing fruit; in the past few 
ISMRMs, MRI scanner manufacturers showed interest in adopting these advanced signal 
processing techniques for image reconstruction.

In this book, I have made every effort to incorporate interesting studies on MRI 
reconstruction, but I may have missed out a few unintentionally. Thus, this book does not 
claim to be an encyclopaedic review on the subject of signal processing techniques in MRI 
reconstruction. 

The targeted audience of the book are signal processing engineers who want to learn 
about MRI problems and MRI physicists who want to know how signal processing is 
benefitting MRI. The book can also be perused by doctors who have a background in 
mathematics. I do not presume a reader who has an advanced background in mathematics. 
But the reader is expected to have some undergraduate training in linear algebra, probability 
and convex optimization. Otherwise, the book may not be easy to follow. 

The book starts with an introduction on all the mathematical techniques one needs 
to know to understand the subsequent chapters. The emphasis of the first chapter is 
on algorithms. There are no proofs; rather, the reader is walked through the essence 
of the theoretical results based on mathematical intuitions. The second chapter is on 
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Preface    xv

single-channel static MRI reconstruction. Clinically, this is perhaps the most widely 
used modality. The third chapter talks about multi-coil parallel MRI. This is a very 
interesting topic; it is the perfect example of how signal processing (mathematical)-
based acceleration techniques can be combined with hardware (physics)-based methods 
to reduce scan times. The fourth chapter is on dynamic MRI reconstruction. In the fifth 
chapter, we digress from the main theme of the book; we discuss how signal processing 
techniques have benefited other areas in biomedical engineering. The final chapter is 
a short one. It confines itself to some open problems in signal processing-based MRI 
reconstruction. Although each chapter is fairly independent, I advise the reader to go 
through them sequentially.
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About a third of the contents of this book were techniques developed during my PhD. 
Usually a PhD focuses on a single topic. But Dr Rabab Ward, my supervisor, gave me the 
freedom and flexibility to choose and work on any problem I liked. In addition to exploring 
various topics of MRI, I also worked on color imaging, sensor networks and certain aspects 
of machine learning. I am thankful to her for her care and support that extended beyond 
academics.

I am indebted to Dr Felix Herrmann of UBC for introducing me to the topic called 
Compressed Sensing. It happened during my first year as a graduate student in the Fall 
of 2007. Compressed Sensing is a complex mathematical topic, but Felix explained the 
subject in a fashion that I could easily grasp without much background in mathematics. 
He  interpreted the mathematical results in a very intuitive and interesting fashion. 
Throughout the book, I have tried to follow Felix’s philosophy of explaining complex 
mathematics in an easy to understand way.

Finally, I would like to thank Dr Pankaj Jalote, who is the founder director of IIITD. 
He made the transition of young faculty members from other countries to India extremely 
smooth. I felt comfortably settled in my office within a fortnight of joining the institute. 
This has helped, immensely, in writing this book.
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Figure 5.8 � Numerical phantom results [37]: (a) Reference ODF reconstructed using 47 angular 
measurements. (b), (c) ODF reconstructed at acceleration of 4 using q-only and k-q 
downsampling, respectively [see page 176].
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Figure 5.7 � ODFs for subject A using Wavelet + TV (a), dictionary (b), and fully sampled data  
(c) within the ROI in the FA map in (d). Tracts with R = 3 dictionary recon (e) and fully 
sampled data (f) are also presented [see page 175].
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