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Figure 1 High-level summary of the main computational steps in high-throughput sequencing.
Key data structures are highlighted in gray. Cylinders represent databases. Numbers indicate the
chapters that cover each step.
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Notation

Strings, arrays, sets

i, j, k, n Integer numbers.
[i..j], |[i..j]| The set of integers {i, i + 1, . . . , j − 1, j} and its cardinality

j− i+ 1.
I(x, y), I(x) A function that returns the set of integers [i..j] associated with

the pair of objects (x, y). We use I(x) when y is clear from the
context.

� �

x,
�

x,
�

x, | � �x | Assume that I(x, y) = [i..j], where both function I and object y
are clear from the context. Then,

� �

x = [i..j], �x = i,
�

x = j, and
| � �x | = |[i..j]|.

� = [1..σ ] Alphabet of size σ . All integers in � are assumed to be used.
� ⊆ [1..u] An ordered alphabet, in which not all integers in [1..u] are

necessarily used. We denote its size |�| with σ .
a, b, c, d Characters, that is, integers in some alphabet �. We also call

them symbols.
T = t1t2 · · · tn A string, that is, a concatenation of characters in some alphabet

�, with character ti at position i. We use the term sequence in
a biological context.

T · S, t · s Concatenation of strings T and S or multiplication of integers
t and s, with the operation type being clear from the con-
text. We sometimes omit · if the operands of the concatena-
tion/multiplication are simple.

T = ACGATAGCTA A string, with characters given explicitly and represented as
letters of the English alphabet.

T The reverse of a string T , i.e. string T read from right to left.
T˜ The reverse complement of a DNA sequence T , that is, string

T read from right to left, replacing A with T and C with G, and
vice versa.

Ti..j The substring titi+1 · · · tj−1tj of string T induced by the indexes
in [i..j].

T[i..j] Equivalent to Ti..j, used for clarity when i or j are formulas
rather than variables.

xii
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Notation xiii

subsequence A string ti1 ti2 · · · tik obtained by selecting a set of positions 1 ≤
i1 < i2 < · · · < ik ≤ n and by reading the characters of a
string T = t1t2 · · · tn at those positions. In a biological context,
subsequence is used as a synonym of substring.

S = {T1, T2, . . . , Tn} Set of strings, with Ti denoting the ith string.
�∗, �+, �n The set of all strings over alphabet �, the set of all non-empty

strings over alphabet �, and the set of strings of length n over
alphabet �, respectively. We use shorthand A = an for A ∈
{a}n, that is, for a string consisting of n occurrences of a.

δ(i..j, c) A function that maps an interval [i..j] and a character c ∈ �

onto exactly one interval [i′..j′].
. . . , #2, #1, #0 Shorthands for non-positive integers, with #0 = 0 and #i = −i.
# Shorthand for #0.
$1, $2, . . . Shorthands for positive integers greater than σ , with $i = σ+i.
$ Shorthand for $1.
A[1..n] Array A of integers, indexed from 1 to n.
A[i..j], A[ � �x ] The subarray of array A induced by the indexes in [i..j] and in

� �

x, respectively.
X = (p, s, v) Triplet of integers, with primary key X.p, secondary key X.s,

and value X.v.
D[1..m, 1..n] An array/matrix with m rows and n columns.
Di1..j1,i2..j2 Subarray of D.
D[i1..j1, i2..j2] Same as above.
di,j = D[i, j] An element of the array D.

Undirected graphs

a

b

c

d

e

one connected component of G

an edge between vertex a and
vertex b, denoted as
(a, b) or as (b, a)

f

g

h

i

j

another connected component of G

N(f )
the neighborhood of f

Figure 2 An undirected graph G = (V , E), with vertex set V and edge set E.
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xiv Notation

V(G) Set V of vertices of a graph G = (V , E).
E(G) Set E of edges of an undirected graph G = (V , E).
(x, y) ∈ E(G) An edge of an undirected graph G; the same as (y, x).
N(x) The neighborhood of x in G, namely the set {y | (x, y) ∈ E(G)}.

Directed graphs

s

a b

t

c

d

e

f

g

h
i

j

k

l

m

n

o

p

q

m

n

o

q

a cycle C = m, n, o, q,m

vertex p is a sink

vertex s is a source

h
i

j

k

l

an l-h path P2 = l, k, i, j, k, h

s

a b

t

an s-t path P1 = s, a, b, t

N−(e)
the in-neighborhood of e

N+(e)
the out-neighborhood of e

an arc from i to j, denoted (i, j)

Figure 3 A directed graph G = (V , E), with vertex set V and arc set E.

(x, y) ∈ E(G) An arc of a directed graph G; the arc (x, y) is different from (y, x).
N−(x) The in-neighborhood of x in G, namely the set {y | (y, x) ∈ E(G)}.
source A vertex v is a source if N−(v) = ∅.
N+(x) The out-neighborhood of x in G, namely the set {y|(x, y) ∈ E(G)}.
sink A vertex v is a sink if N+(v) = ∅.
P = v1, . . . , vk A path in G, namely a sequence of vertices of G connected by

arcs with the same orientation, from v1 to vk; depending on the
context, we allow or not P to have repeated vertices.

s-t path Path from vertex s to vertex t.
C = v1, . . . , vk, v1 A cycle in G, namely a path in G in which the first and last vertex

coincide; depending on the context, we allow or do not allow C
to have other repeated vertices than its first and last elements.

(x, y) ∈ S Arc (x, y) ∈ E(G) appears on S, where S is a path or cycle of G.
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Notation xv

Trees

r

v1 v6 v7

v2

v3 v4 v5

v8

v9

v10

v11 v15

v12 v13 v14

a leaf

edge between v1 and v2

v1 is the parent of v2
v1 is an ancestor of v3

an internal node

a descendant of v1

the root of T

v7 = LCA(v9, v13)

the lowest common ancestor
of v9 and v13

the children of v7

v15 = �

v10

v12 = �

v10

the subtree rooted at v10

th
e

de
pt

h
of

v 2
is

2

a unary node

Figure 4 A tree T = (V , E), with node set V and edge set E. Unless stated otherwise, we assume
all trees to be ordered, that is, we assume that there is a total order on the children of every node.

v2 is a child of v1 If there is an edge between v1 and v2 and v1 appears on the path
from the root to v2.

v1 is the parent of v2 If v2 is the child of v1.
degree of a node v The number of children of v.
leaf A node with degree 0.
internal node A node with degree at least 1.
unary node A node with degree 1.
depth of v The number of edges of the path from the root to v.
subtree rooted at v The subtree of T having root v and consisting of all nodes

reachable through a path starting at v made up only of nodes
of depth at least the depth of v.

v2 is descendant v1 If v2 �= v1 belongs to the subtree rooted at v1.
v1 is ancestor v2 If v2 �= v1 belongs to the subtree rooted at v1.
LCA(v1, v2) The lowest common ancestor of v1 and v2, that is, the deepest

node which is an ancestor of both v1 and v2.
�

v The left-most leaf of the subtree rooted at a node v.
�

v The right-most leaf of the subtree rooted at a node v.
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Preface

Background

High-throughput sequencing has recently revolutionized the field of biological sequence
analysis, both by stimulating the development of fundamentally new data structures
and algorithms, and by changing the routine workflow of biomedical labs. Most key
analytical steps now exploit index structures based on the Burrows–Wheeler transform,
which have been under active development in theoretical computer science for over ten
years. The ability of these structures to scale to very large datasets quickly led to their
widespread adoption by the bioinformatics community, and their flexibility continues
to spur new applications in genomics, transcriptomics, and metagenomics. Despite their
fast and still ongoing development, the key techniques behind these indexes are by now
well understood, and they are ready to be taught in graduate-level computer science
courses.

This book focuses on the rigorous description of the fundamental algorithms and
data structures that power modern sequence analysis workflows, ranging from the foun-
dations of biological sequence analysis (like alignments and hidden Markov models)
and classical index structures (like k-mer indexes, suffix arrays, and suffix trees), to
Burrows–Wheeler indexes and to a number of advanced omics applications built on such
a basis. The topics and the computational problems are chosen to cover the actual steps
of large-scale sequencing projects, including read alignment, variant calling, haplotyp-
ing, fragment assembly, alignment-free genome comparison, compression of genome
collections and of read sets, transcript prediction, and analysis of metagenomic samples:
see Figure 1 for a schematic summary of all the main steps and data structures covered
in this book. Although strongly motivated by high-throughput sequencing, many of the
algorithms and data structures described in this book are general, and can be applied
to a number of other fields that require the processing of massive sets of sequences.
Most of the book builds on a coherent, self-contained set of algorithmic techniques and
tools, which are gradually introduced, developed, and refined from the basics to more
advanced variations.

The book is accompanied by a website

www.genome-scale.info

xvii
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xviii Preface

that provides references to implementations of many index structures and algorithms
described here. The website also maintains a list of typos and mistakes found, and we
encourage the reader to send corrections as requested therein.

This book introduces a number of significant novelties in presenting and organizing
its content. First, it raises to a central role the bidirectional Burrows–Wheeler index:
this powerful data structure is so flexible as to be essentially the only index needed
by most sequence analysis primitives, like maximal repeats, maximal unique and exact
matches, and alignment-free sequence comparison. In this book we use k-mer indexes,
suffix arrays, and suffix trees mostly as conceptual tools to help the reader learn the
bidirectional Burrows–Wheeler index and formulate problems with its language.

Another key concept that recurs in a large fraction of the book is minimum-cost
network flow, a flexible model in combinatorial optimization that can be solved in
polynomial time. We use this model as a “Swiss Army knife”, both by providing a
unified presentation of many well-known optimization problems in terms of minimum-
cost flow (like maximum-weight bipartite matching and minimum-weight minimum
path cover), and by showing that a number of key problems in fragment assembly,
transcriptomics, and metagenomics can be elegantly solved by reductions to minimum-
cost flow.

Finally, the book spices up the presentation of classical bioinformatics algorithms
by including a number of advanced topics (like Myers’ bitparallel algorithm), and by
presenting inside a unifying framework the dynamic programming concepts that under-
lie most such algorithms. Specifically, many seemingly unrelated problems in classical
bioinformatics can be cast as shortest-path problems on a directed acyclic graph (DAG).
For example, the book describes the Viterbi algorithm for hidden Markov models as
a special case of the Bellman–Ford algorithm, which can itself be interpreted as a
solution to the shortest-path problem on a DAG created by layered copies of the input
graph. Even the gap-filling problem in fragment assembly is solved through a similar
reduction to a DAG problem. The book contains a number of other problems on DAGs,
like aligning paths in two labeled DAGs, indexing labeled DAGs using an extension
of the Burrows–Wheeler transform, and path covering problems on weighted DAGs
arising from alternative splicing.

The book is designed so that key concepts keep reappearing throughout the chapters,
stimulating the reader to establish connections between seemingly unrelated problems,
algorithms, and data structures, and at the same time giving the reader a feeling of
organic unity.

Structure and content

The book adopts the style of theoretical computer science publications: after describing
a biological problem, we give precise problem formulations (often visually highlighted
in a frame), algorithms, and pseudocode when applicable. Finally, we summarize our
results in one or more theorems, stating the time and space complexity of the described
algorithms. When we cannot obtain a positive result in the form of a polynomial-time
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Preface xix

algorithm, we give an NP-hardness proof of the problem, thereby classifying each
problem as either tractable or intractable.

Nonetheless, ad-hoc optimizations and heuristics are important in practice, and we
do explain a number of such strategies for many problems. We choose to present these
methods inside a special frame, called insight. An insight can also contain additional
background information, methods explained only by example, mathematical and statis-
tical derivations, and practical bioinformatics issues. Visually separating insights from
the main text puts the key algorithmic concepts in the foreground, helping the reader to
focus on them and to potentially skip marginal details.

Every chapter ends with a collection of exercises, of varying difficulty. Some exer-
cises ask the reader just to practice the topics introduced in the chapter. Other exercises
contain simple, self-contained parts of long proofs, stimulating the reader to take an
active part in the derivations described in the main text. Yet other exercises introduce
new problem formulations, or alternative strategies to solve the same problems, or they
ask the reader to play with variants of the same data structure in order to appreciate its
flexibility. This choice makes some exercises quite challenging, but it allows the main
text to stay focused on the key concepts. By solving the majority of the exercises, the
reader should also gain a broad overview of the field.

A small number of sections describe advanced, often technical concepts that are not
central to the main flow of the book, and that can be skipped safely: such sections are
marked with an asterisk. The book is designed to be self-contained: apart from basic data
structures such as lists and stacks, and apart from basic notions in algorithm complexity,
such as the big-oh notation, every chapter of the book builds only on data structures and
algorithms that have been described in previous chapters. Therefore, a reader could
potentially implement every algorithm we describe, by just reading this book: using
the computer science jargon, we could say that the book is entirely “executable”. For
pedagogical reasons we choose sometimes not to present the most time- or space-
efficient algorithm for a problem. In all such cases, we briefly sketch the more efficient
variants in the main text, leave them as exercises for the reader, or cite them in the
literature section of the chapter.

The book focuses on algorithm design. This means that we mainly focus on com-
binatorial strategies that can be used to solve a variety of different problems, and that
we try to find analogies between the solution of every problem and the solution of
other problems described in previous chapters. Our focus on design also implies that
we do not include in the book any algorithm that requires advanced mathematical tools
for analyzing its performance or for proving its correctness: a basic understanding of
amortized analysis and of combinatorics is enough to follow the derivations of all worst-
case bounds. No average- or expected-case analysis is included in the book, except for
a small number of insights that describe algorithms whose worst-case complexity is not
interesting.

A significant part of the book focuses on applications of space-efficient data struc-
tures. Research on such structures has been very active over the last 20 years, and this
field would deserve a textbook on its own. Our goal was not to delve into the techni-
cal data structure fundamentals, but to select the minimal setup sufficient to keep the
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xx Preface

book self-contained. With this aim, we avoided fully dynamic data structures, entropy-
compressed data structures, and data structures to support constant time range minimum
queries. These choices resulted in some new insights on algorithm design. Namely, we
observed that one can still obtain optimal solutions to a number of suffix tree problems
by resorting to amortized analysis on batched queries solvable without the need for any
advanced basic data structure. A noteworthy new result in the book exemplifying this
sufficiency is that Lempel–Ziv factorization can be obtained space-efficiently in near-
linear time with the chosen minimal data structure setup.

Owing to the wide adaptation of the algorithms appearing in the literature to our self-
contained minimal data structure setup, we decided to gather all of the references into a
literature section appearing at the end of each chapter. This enables an undisturbed text
flow and lets us explain the difference between our description and the original work.
Some exercises are also directly related to some published work, and in such cases we
mention the reference in the literature section. With regard to new results developed for
the book or work under preparation, we added some future references in the literature
sections.

Finally, almost all algorithms presented in the book are sequential, and are designed
to work in random access main memory. By genome-scale we mean both a first logical
layer of space-efficient and near-linear-time algorithms and data structures that pro-
cess and filter the raw data coming from high-throughput sequencing machines, and a
second layer of polynomial-time algorithms that work on the inherently smaller output
of the first layer and that solve semantical problems closer to biology (for example
in transcriptomics and haplotype assembly). The concepts and methodologies detailed
in this book are, however, a vantage point for designing secondary-memory algorithms,
parallel shared-memory algorithms, GPU algorithms, and distributed algorithms, whose
importance is bound to increase in high-throughput sequencing, and in particular in
metagenomics. Some exercises explicitly ask the reader to explore such directions, and
the last chapter of the book suggestively ends by referring to an existing distributed
algorithm, whose sequential version is described in the book.

Target audience

Since the book has a clear focus on algorithmic sequence analysis for high-throughput
sequencing, the main audience consists in graduate students in bioinformatics, grad-
uate students in computer science with a strong interest in molecular biology, and
bioinformatics practitioners willing to master the algorithmic foundations of the field.
For the latter, the insights scattered throughout the book provide a number of techniques
that can be of immediate use in practice. The structure of the book is strongly focused
on applications, thus the book could be used as an introduction to biological sequence
analysis and to high-throughput sequencing for the novice. Selected parts of the book
could even be used in an introductory course in bioinformatics; however, such basic
topics were not chosen to cover the whole of bioinformatics, but just to give the minimal
foundations required to understand the more advanced concepts that appear in later
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chapters. Our fresh presentation of recent theoretical topics in succinct data structures,
and in biological applications of minimum-cost flow and dynamic programming, might
also appeal to the specialist in algorithm design.
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capitalizing on the heterogeneous educational backgrounds of the authors to broaden
its original scope. In the end, 11 out of the 16 chapters of this book were written
from scratch, while the other 5 were heavily reworked. Some of the new chapters
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Sometimes chance events have long-term consequences. While visiting our research
group at the University of Helsinki, Micheaël Vyverman, from Ghent University, gave a
talk on maximal exact matches. Veli’s lecture script already contained Algorithm 11.3,
which uses the bidirectional BWT index to solve this problem, but without any analysis
of its time and space complexity. Micheaël’s talk inspired us to study this algorithm with
more care: soon we realized that its running time is O(n log σ), but the use of a stack
caused a space problem. Luckily, Juha Kärkkäinen happened to hear our discussions,
and directed us to a classical stack-trick from the quicksort algorithm, which solved
our space problem. After even more thinking, we realized that the algorithm to solve
maximal exact matches could be adapted to solve a large number of seemingly unrelated
problems in sequence analysis, essentially becoming Algorithm 9.3, one of the center-
pieces of a book that was still in its infancy. Later we learnt that the related strategy of
implicit enumeration of the internal nodes of a suffix tree with bidirectional Burrows–
Wheeler index had already been developed by Enno Ohlebusch and his colleagues.

Another random event happened when we were working on a problem related to
RNA transcript assembly. We had sent Romeo Rizzi a submitted manuscript contain-
ing an NP-hardness proof of a certain problem formulation. After some time, Romeo
replied with a short message claiming he had a polynomial-time algorithm for our
problem, based on minimum-cost flows. After a stunned period until we managed to
get into contact, it of course turned out that we were referring to different problems.
The NP-hard formulation is now presented in Exercise 15.11, and the problem Romeo
was initially referring to is Problem 15.5. Nonetheless, this initial connection between
assembly problems and minimum-cost flow solutions led to the many applications of
minimum-cost flow throughout this book.

While we were working hard on this project, Travis Gagie and Simon Puglisi were
working even harder to keep the research productivity of the group at a high level. Simon
kept the group spirit high and Travis kindly kept Daniel Valenzuela busy with spaced
suffix arrays while there was yet another book meeting.

Many students got the opportunity to implement our ideas. These implementations
by Jarno Alanko, Jani Rahkola, Melissa Riesner, Ahmed Sobih, and many others can be
found at the book webpage.

www.cambridge.org© in this web service Cambridge University Press

Cambridge University Press
978-1-107-07853-6 - Genome-Scale Algorithm Design: Biological Sequence Analysis in the Era
of High-Throughput Sequencing
Veli Mäkinen, Djamal Belazzougui, Fabio Cunial and Alexandru I. Tomescu
Frontmatter
More information

http://www.cambridge.org/9781107078536
http://www.cambridge.org
http://www.cambridge.org

	http://www: 
	cambridge: 
	org: 


	9781107078536: 


