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“The new edition of this ‘go-to’ text, has been revised

to take a more holistic, informative, and up-to-date

approach to the subject. This remarkably accessible,

practical and – at times – entertaining guide to how we

can best translate our questions and ideas into

informative experiments and analyses is highly recom-

mended for everyone wanting to investigate, visualise,

and analyse biological phenomena.”

Professor Jonathon Havenhand,

University of Gothenburg

“The new book is an excellent resource for research-

ers, analysts and teachers. The text clearly outlines the

important concepts of the tests and models. The

examples are all based on published data which makes

it easy to source the full manuscript, datasets and

replicate the analyses, which is incredibly important

and assists with interpretation.”

Dr Victoria Goodall, VLG Statistical Services

“At last, a book for undergraduates and graduates that

distills the complexities of biological data analysis into

an easy-to-understand generalized linear model

approach – with examples in R! The authors challenge

the reader to think critically about data by providing

important details on design, summary statistics,

power analysis/effect size, model ût, and data

visualization. This book will be used in my classes

for years to come.”

Professor Greg Moyer, Mansûeld University

“I have been using Experimental Design and Data

Analysis for teaching and research for 20 years and

have been hoping for a second edition for 10. It was

worth the wait. The new edition shares many attributes

with the original. It is quite easy to read, the examples

are varied and interesting, there are ample and

revealing box examples and there remains an attitude

of Statistics as a tool that will be used by many. There

are a number of changes that reûect these attributes –

two key ones are the emphasis on Generalized Models

as a framework for a broad array of approaches and the

conversion of examples to R, with code and additional

material available online.”

Professor Peter Raimondi,

University of California Santa Cruz

“I have taught in and coordinated a third-year design/

statistics paper for zoology and ecology students for

10 years – an enjoyable and sometimes challenging

task. The ûrst edition of Quinn and Keough has been

immensely helpful for me in teaching this course. The

second edition has been updated and expanded con-

siderably. I’m sure it will continue to inspire my future

teaching.”

Professor Christoph Matthaei, University of Otago

“I was excited to see Quinn and Keough have updated

their classic guide to experimental design and data analy-

sis. I read the earlier edition of this book as a graduate

student, and the advice it provides on experimental

design is the foundation of my own studies, as well as

my approach to training graduate students. . . This book

is foundational reading for aspiring scientists. Not only

does it teach you how to analyse your data, it also

provides invaluable advice on how to communicate ana-

lyses and write up scientiûc studies. The book’s advice

will help give early career scientists the conûdence they

need to write-up and publish their ûrst studies.”

Professor Chris Brown, University of Tasmania
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Preface

Statistical analysis is at the core of most modern bio-

logical research, and many biological hypotheses, even

deceptively simple ones, can require complex statistical

models.

The landscape can be daunting, with a forest of acro-

nyms, a bewildering array of terms – linear models,

generalized linear models (GLMs), generalized linear

mixed models (GLMMs), covariates, randomized blocks,

mixed models, multilevel analysis, multivariate analysis,

and so on, and apparently different statistical tribes.

Adding to this complexity is a statistical package (R) that

has become the standard but often offers several options

for the same task and challenging online help. How can a

biological researcher, particularly a beginner, make sense

of this landscape?

Much of this complexity is unnecessary or illusory.

Statistical analyses with different names are sometimes

synonyms rather than new techniques to be learned. More

importantly, many different analyses are better viewed as

linear models built using a common framework rather

than distinct tools. Understanding the framework prepares

you to deal with a range of unfamiliar situations you

may encounter.

As biologists, we try to explain natural phenomena as

best we can, given our current knowledge. A good

explanation has survived challenges from alternative

explanations. We think of these explanations as models –

simpliûed descriptions of nature – and we assess their

adequacy by comparing them to data. Ideally, we chal-

lenge a particular explanation by ûnding or creating a

novel situation in which our focal model will produce a

pattern in the data that differs from the pattern produced

by the alternatives.

We use statistical analysis to assess the ût of the data

to a particular model. We look for a signal from that

model against background noise in the data and estimate

that signal’s strength. The confrontation between models

and data requires us to translate a broad, even qualitative

model that is our biological explanation (or hypothesis)

into a more precise statistical model. The speciûc way we

compare the model to data depends on our statistical

approach, but ultimately, we decide based on that com-

parison. The decisions may be formal, as in hypothesis

tests, or informal but no less important – what do we do

next in our research, or what do we advise end-users of

the knowledge to do?

We can be led astray in many ways during this

process:

• The sampling and experimental design doesn’t match

the biological question.

• The statistical model doesn’t match the biological one.

• The data don’t have properties assumed by the

statistical model.

• The data aren’t sufûcient to distinguish signal from

noise, between competing models or to allow you to

estimate biological effects with conûdence.

• You might have unrepresentative data because of poor

design or bad luck.

These problems can cause you to expend lots of

energy or resources, only to get an unclear or wrong

answer to the original biological question. We aim to

reduce the likelihood of this happening, and we use three

simple principles:

• Think clearly about the biological problem, the differ-

ent models or explanations in play, and what kind of data

we need to distinguish these models unambiguously.

• Think in advance about the statistical model corres-

ponding to each biological model and how the match

between model and data will be assessed. Decide how

much data you need to make conûdent decisions.

• Think before you analyze. Make sure that the data

you’ve collected are consistent with assumptions of your

statistical model(s); if not, transform the data or respecify

the model.

These principles require most of the hard work before

a single statistical analysis is attempted. They also require

us to be our own harshest critics, to make sure that we

have challenged each biological model severely.

We apply this approach to a wide range of statistical

models that biologists use, from the simplest to some that

are very complex. Most of these models are variants of

GLMs. We start with simple models and gradually make
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them more complex. We show how different “methods”

such as analysis of variance (ANOVA), multiple regres-

sion, logistic regression, etc. are closely related.

We need to:

• know the pitfalls and assumptions of particular statis-

tical models;

• be able to identify the model appropriate for the sam-

pling or experimental design and the data we plan to

collect;

• be able to interpret the output of analyses using these

models; and

• be able to design experiments and sampling programs

optimally – that is, with the best possible use of our

limited time and resources.

In This Book

Our approach encourages readers to understand themodels

underlying the most common designs in biology. We

assume that our readers have completed some basic

training in experimental design and data analysis, and we

begin with reminders of some essential basic concepts. We

then build the linear models common to somany biological

situations. We begin with the structure of a linear model,

the variables used in these models, and how we ût models

to data with an emphasis on ANOVA. Because model-

ûtting is crucial, we outline the exploratory methods used

to ensure an appropriate model is being used. The next few

chapters provide detailed accounts of increasingly com-

plex models. We start with simple models with a single

predictor and a single response variable, and outline

models for when these variables are continuous or categor-

ical (ANOVA/regression/logistic regression/loglinear

models). From there, we consider models with a continu-

ous response variable andmultiple predictors, starting with

predictors that are only continuous or categorical. These

chapters cover familiar approaches of factorial ANOVA

and multiple regression and can be expanded to mixtures

of continuous and categorical predictors. We then intro-

duce models with ûxed and random effects – linear mixed

models – andmodels for correlated data, including nesting,

multilevel modeling, and repeated measures. We extend

these models to situations with categorical responses in

generalized linear and mixed models. Our emphasis is on

learning to build and ût linear models for particular situ-

ations rather than applying cookbook techniques.

After considering situations with single response

variables, we brieûy describe techniques, such as princi-

pal components, discriminant function analysis, and

multidimensional scaling, used with multiple response

variables. We also show how linear models can be applied

to multivariate data.

Our emphasis for most of the book is on thinking

clearly about collecting, analyzing, and interpreting data.

We conclude with some thoughts about communicating

this process clearly to our end-users, particularly those

unfamiliar with the statistical approaches.

Each chapter includes a further reading section,

where we list books or book chapters that provide back-

ground to or expand on particular statistical topics. These

lists are clearly not exhaustive and simply represent

books/authors that we, and more importantly our stu-

dents, have found helpful. Other relevant books and

papers from the primary statistical and biological litera-

ture are cited in all chapters.

Learning by Example

One of our strongest beliefs is that most biologists under-

stand statistical principles much better when we see how

they are applied to situations in our own discipline.

Examples let us link statistical models and formal statis-

tical terms (blocks, plots, etc.) or papers written in other

ûelds and the biological situations we are dealing with.

For example, how is our analysis and interpretation of an

experiment repeated several times helped by reading lit-

erature about blocks of agricultural land? How does lit-

erature developed for psychological research help us

measure changes in plants’ physiological responses?

Throughout this book, we illustrate the statistical

techniques with examples from the current biological

literature. We describe how to analyze the data. We focus

on specifying the appropriate model, assessing assump-

tions, and interpreting the statistical output. These

examples appear as boxes throughout each chapter. We

use examples where the raw data are available, mainly

through public online repositories (e.g. individual jour-

nals, datadryad.org) but sometimes on our website, cour-

tesy of the study’s authors. Although we focus on data

analysis rather than software, we have implemented all

analyses in R, with the code available online.

The other value of published examples is that we can

see how particular analyses can be described and

reported. It is easy to allow the biology to be submerged

beneath a mass of statistical output when ûtting complex

statistical models. We hope that the examples and our

thoughts on this subject in the ûnal chapter will help

prevent this from happening.
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This Book Is a Bridge

We assume that readers have some introductory training,

but their research questions will usually require statistical

models far beyond that introduction. Even a simple deci-

sion such as using each experimental animal more than

once triggers an additional complexity in the analysis.

Even if we use simple designs, we will be reading papers

with more complex analyses. We have tried to cover the

most common biological designs we have found students

and colleagues using, and to provide readers with the

tools to tackle more complex or unusual questions.

Biological data are often messy, and some readers will

ûnd that their research questions require more complex

models than we describe here. The primary statistical litera-

ture provides ways of dealing with messy data or solutions

to complex problems. We try to point the way to critical

pieces of that statistical literature, providing the reader with

the essential tools to deal with that literature or get help. The

help might come from formally trained statisticians or more

knowledgeable peers, but we need to speak a common

language to describe the question and interpret the answer.

If help comes from outside our speciûc discipline, we need

to be aware of biological considerations that may cause

statistical problems. We can’t expect a statistician to know

the biological idiosyncrasies of our particular study, but we

may get misleading or incorrect advice if they lack that

information. This book provides a bridge to these situations.

We hope this book will be used in two ways, as for the

ûrst edition. In formal classes, it is the base for a graduate,

or perhaps advanced undergraduate subject. It should be

preceded by an introductory-level class. There is too much

material for a single-semester class, and instructors can

choose subsets of material that are right for their students.

This has been our approach in teaching. The book also

functions as a reference source for individual researchers

who need to deal with actual data collection. Researchers

can use it for self-directed learning and get practical sug-

gestions for dealing with data. They also have a launching

point to delve more deeply into the relevant literature or to

start conversations about more complex analyses.

Always remember that for biologists, statistics is a

tool we use to illuminate and clarify biological problems.

We aim to use these tools efûciently without losing sight

of the biology that is the motivation for most of us

entering this ûeld.

What’s Different This Time Around?

In many ways, our ûrst edition was reactive. We were

inûuenced by the experimental and sampling designs we

encountered among colleagues and research students. We

focused on the common, named analyses – regressions,

ANOVA, analyses of covariance, etc. We did focus on

mixed models, particularly those involving nesting,

because designs for which these statistical models are

appropriate were disproportionately common. While

acknowledging a range of model-ûtting approaches, we

used ordinary least squares (OLS) approaches to illustrate

the major analyses.

We also presented the hypothesis-testing approaches

as the main criterion for deciding whether a hypothesis

was supported or not, though we described others. We

used this approach because it was (and remains) common

and provides an easy link to planning studies with sufû-

cient replication (through power analysis). Our view was

that there are several approaches, and all have strengths

and shortcomings. Careful statistical and philosophical

issues underpin the different approaches, and we pre-

sented readers with an introduction to this literature. Our

view was and continues to be that we should know these

deeper issues. Whether or not we use P-values, conû-

dence intervals, likelihoods, etc., we understand precisely

what each method does and does not do. We have tried to

encompass this diversity of views, using the signal/noise

concept – conûdence intervals, P-values, etc. are tools to

avoid getting fooled by noise (Gelman & Loken 2014).

This Edition Differs from Its Predecessor in
Several Important Ways
A holistic approach to linear models vs. a box of

named tools. In recent years, we’ve lost count of how

often it’s been recommended (by advisors, reviewers,

etc.) that a researcher use linear mixed models as an

alternative to, for example, the planned partly nested

ANOVA. After our initial confusion, given that a partly

nested ANOVA is almost always a linear mixed model,

we realized that three issues were conûated. First, just

because two analyses have different names, they may not

actually be different (see also partly nested vs. repeated

measures designs in Chapters 11 and 12). Second, the

linear mixed models were often GLMs, ûtted using max-

imum likelihood (ML) estimation and emphasizing par-

ameter estimation and model comparison. Third,

sometimes, “new” approaches did not represent dramatic

changes but could be something as simple as changing

one predictor variable from categorical to continuous. We

moved away from just describing the different named

methods. Instead, the analyses done by most biologists

share a common core of ûtting a statistical model to data.

It is usually a linear model. Biologists measure biological

responses that may be discrete or continuous, and those
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variables may be distributed in many ways. Generally,

they follow a distribution from the exponential family

(Chapter 4), so we can ût a GLM. The form of the

GLM depends on the distribution followed by the

response variable and the nature of the predictor vari-

able(s).

Suppose the response variable follows a normal dis-

tribution. Here, we can use least squares methods to ût the

model, and it’s a general linear model – but that’s just a

special case of a GLM. We can classify our predictors by

whether they, too, are categorical or continuous and

whether they are ûxed or random (we’ll explain this

later!). If some of our predictors are ûxed, and some are

random, we magically have a GLMM. We focused the

core of this book (Chapters 4–13) around building GLMs,

using our taxonomy of predictors. We start by building

simple models with single predictors, extending to more

complex models with more complex relationships among

the predictors. As we do this, we link the model to the

“named” approaches you may ûnd in papers and else-

where. We’ve also pointed out how different named

methods are related, and sometimes where different

approaches have been used, despite the same underlying

statistical model. To use a DIY metaphor, it’s the change

from a shed full of speciûc mains-powered tools to a core

of standard batteries and chargers, matched with task-

speciûc “skins” with the same shared power source.

We have brought the estimation of effects very much

to the front. They were implicit through much of the ûrst

edition and explicit in parts (e.g. power analysis). In this

edition, they are front and center – we need tools to

identify signals from noise, but the nature of the signal

(its strength and form) separates the trivial from the

meaningful. We need to know we’re not fooled by noise

to start with, but we should be telling our audiences what

the signal is like. We also need to acknowledge that

detecting a signal may tell us little or nothing about

its strength.

P-values remain one way of identifying signals, but

not the only one, and we have tried to illustrate parallel

approaches. Published biological papers often show strong

effects (which may be why they were published!), and the

different approaches often lead us to the same conclusion.

While we have views on preferred approaches, it’s pos-

sible to write a clear justiûcation for several approaches.

We encourage you to read thoroughly and critically and

decide on your decision-making approach.

We ûnished the ûrst edition with some thoughts about

improving how we talk about our analyses because we

felt this topic was underappreciated. We’ve expanded this

section and tried to move it beyond our preliminary

thoughts. We’re delighted to see how science communi-

cation has increased in emphasis, bringing with it a

broader diversity of target audiences. There are now many

good books on the topic, and many students take a class

as part of their training. There is still scope for improve-

ment when reporting analyses, however.

Some Topics Have Been Reduced
We did try to provide an outline of the philosophical

underpinnings of biological inference. Since then, there

has been lots of published material, renewed attention to

poor practices, debates about hypothesis testing, cam-

paigns against using “statistical signiûcance,” and so on.

Much of this discussion within the biological literature is a

little simplistic, and it’s the professional domain of others.

Rather than presenting our summary, we’ve reduced this

component and encourage you to read clearer accounts of

the issues. Statisticians and philosophers write these

accounts, but they are intended for practitioners.

We have assumed that you’ll already have a basic

statistical understanding in venturing into this book. That

was the case in the ûrst edition, but despite that, we

embarked on at least two chapters of revisionary material.

With our expanded coverage of linear models, we’ve

compensated by reducing the recap into a single chapter.

In that chapter, we highlight concepts we think you

should already know. We’ll leave it to you to check that

you understand them clearly, and if not, or if by Chapter 4

you feel like you’ve jumped into the deep end, it may be

time to revive your old course notes or do some

more reading.

Models for Teaching

This book is a guide for researchers as well as a base for

teaching, so it covers far more ground than can be covered

in a single-semester subject. There are several options for

using this book in class, depending on the course partici-

pants, their needs, and their backgrounds. We’ll describe

a few possibilities, based on our teaching experience.

A First Course for Graduate Students
The biggest challenge in teaching design and analysis to

biology students is understanding just what they know as

they enter the subject. Their backgrounds are diverse,

ranging from recipes without background to math/stats

majors. Even when we have an introductory statistics

class as a prerequisite, little information may have

been retained.

The ûrst step is to assess the background of the

students and the complexity of analyses they’ll be
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expected to do. Our experience is that some of the more

complex designs are linked to disciplines in which data

analysis is seen as simple and straightforward, so the

question is more “what do students need to know to

analyze their data appropriately?”

• In an ideal world, with an earlier subject completed,

we would assume Chapter 2 and most of 3, and ask

students to revise this material before starting. Our aim

would then be to use Chapters 4–13 and 17 as the core,

selecting relevant sections to keep the content manage-

able. Split-plot and repeated measures designs are

common in biology, so our aim is to cover their analysis

at the end. This is challenging for many students, espe-

cially those with weaker quantitative backgrounds.

Chapters 5 and 17 would not require much time, and

Chapter 9 may or may not be required.

• If students are less well prepared, we need to spend

more time on the earlier chapters. Early subject time could

cover Chapters 2–5 in more depth and build toward

Chapter 8. Some parts of Chapter 13 could be included,

and Chapters 10–12 are optional. Chapter 17 provides a

little light relief at the end.

Do We Teach Multivariate Methods?
In the past, the multivariate introduction in Chapters

14–16 was used if the audience included ecology stu-

dents, particularly community ecologists. The chapters

are a jumping-off point to an extensive literature. In recent

years, we have seen multivariate methods embedded in

“cookbooks” for genomics, proteomics, etc. We think it’s

valuable for students using these biological techniques to

be aware of how data are being treated.

Ordinary Least Squares or Maximum
Likelihood?
Some of the core chapters are somewhat bulky because

we describe OLS and ML approaches to ûtting and inter-

preting speciûc models. We do this because many trad-

itional approaches taught to biologists are based around

normal distributions and OLS, transforming data where

necessary. Generalized linear model approaches rely

heavily on ML estimation. In our “holistic” approach to

linear models, the GLM/ML path is consistent and pro-

vides easier entry into GLMMs, additive models (GAMs),

etc. However, for now, most students’ backgrounds are

more likely to be around OLS regression, ANOVA, etc.

We wouldn’t teach these approaches in parallel. If

students have a good background in OLS approaches, it

can be prudent to use OLS, and introduce ML for advanced

models where necessary. If we have a blank slate, it’s

tempting to use ML throughout. More advanced models

can be challenging for students, and they can feel over-

whelmed when trying to come to grips with ML (and

wrestle with R) at the same time.We suggest being ûexible,

depending on how far down the path (e.g. to Chapter 8, 12,

or 13) we’re trying to get by the end of a course.

Advanced Graduate Students
Students in mid-to-late degree stages may already have

completed some training and have experience handling

data. They may be ready for more advanced work. In this

case, Chapters 10–12, and parts of 13 and 9 could be the

basis of an introduction to mixed models, with Chapters

1–8 as assumed knowledge. Other combinations of chap-

ters can provide different emphases.
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Acronyms

AIC Akaike information criterion

AICC small sample adjustment of AIC

ALAN artiûcial light at night

ANCOVA analysis of covariance

ANOSIM analysis of similarities

ANOVA analysis of variance

AR autoregressive

ASE asymptotic standard error

BENT bad evidence no test

BF Bayes factor

BIC Bayesian information criterion

BLUE best linear unbiased estimator

BLUP best linear unbiased predictor

BRT boosted regression trees

CA correspondence analysis

CART classiûcation and regression trees

CB complete blocks

CCA canonical correspondence analysis

CI conûdence interval

C-M-H Cochran–Mantel–Haenszel (test)

CR completely randomized

CV coefûcient of variation

CWD coarse woody debris

db-RDA distance-based redundancy analysis

DC deciles of risk

DCA detrended correspondence analysis

df degrees of freedom

EM expectation maximization

EMB expectation maximization with

bootstrapping

EMS expected mean squares

ES effect size

FA factor analysis

FCS fully conditional speciûcation

FDR false discovery rate

GAM generalized additive model

GAMM generalized additive mixed model

GCV generalized cross-validation

GDM generalized dissimilarity modeling

GLM generalized linear model

GLMM generalized linear mixed model;

also GLME

GLS generalized least squares

HSD honestly signiûcant difference

i.i.d. independently and identically

distributed

IRLS iteratively reweighted least squares

LAD least absolute deviations

LASSO least absolute shrinkage and selection

operator

LDA linear discriminant analysis

LM linear model

LME linear mixed effect model; also LMM

LMG Lindeman, Merenda, and Gold

LOESS locally weighted sums of squares; also

sometimes LOWESS

LR likelihood ratio

LSD least signiûcant difference

MA major axis

MAD mean absolute deviation

MANOVA multivariate analysis of variance

MAR missing at random

MCAR missing completely at random

MCMC Markov chain Monte Carlo

MDA malondialdehyde

MDES minimum detectable effect size

MDS multidimensional scaling

MI multiple imputation

ML maximum likelihood

MNAR missing not at random

MRPP multi-response permutation procedure

MS mean squares

NB negative binomial

NMDS nonmetric multidimensional scaling

N-P Neyman–Pearson

NR Newton–Raphson

OAW ocean acidiûcation and warming

OLRE observation-level random effect

OLS ordinary least squares

OR odds ratio
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PC principal component

PCA principal components analysis

PCoA principal coordinates analysis

PCR principal components regression

pdf probability density function

PERMANOVA permutational analysis of variance

PERMDISP permutational comparison of

dispersion

PEV proportion of explained variance

PLS partial least squares

PMVD proportional marginal variance

decomposition

PSG positively selected gene

PUFAs polyunsaturated fatty acids

QDA quadratic discriminant analysis

RA reciprocal averaging

RCB randomized complete blocks

RDA redundancy analysis

REGW Ryan–Einot–Gabriel–Welsch test

REML restricted maximum likelihood

RM repeated measures

RMA reduced major axis

RMSE root mean square error

RT rank transformation

SD standard deviation

SE standard error

SIC Schwarz information criterion

SIMPER similarity percentages

SMA standardized (or standard) major axis

SNK Student–Neuman–Keuls (test)

SOC soil organic carbon

SPLOM scatterplot matrix

SS sum of squares

SSCP sums of squares and cross products

SVD singular value decomposition

SW sum of (Akaike) weights

TWINSPAN two-way indicator species analysis

UBRE unbiased risk estimator

UPGMA unweighted pair-groups method using

arithmetic averages

UPGMC unweighted pair-groups method using

centroids

UPMC unplanned pairwise multiple

comparison

VC variance component

VIF variance inûation factor

WHC water-holding capacities

WLS weighted least squares; see also GLS

WPGMA weighted pair-groups method using

arithmetic averages

ZA zero-altered; also ZAB (binomial),

ZAP (Poisson), and ZANB (negative

binomial)

ZI zero-inûated; also ZIB (binomial), ZIP

(Poisson), and ZINB (negative

binomial)
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