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MEASUREMENT UNCERTAINTY AND PROBABILITY

A measurement result is incomplete without a statement of its ‘uncertainty’ or

‘margin of error’. But what does that statement actually tell us? This book employs

the principles of measurement, probability and statistics to describe what is meant

by a ‘95% interval of measurement uncertainty’ and to show how such an interval

can be calculated.

The book argues that the concept of a ‘target value’ is essential if the principles

of probability are relevant. It advocates the use of ‘extended classical’ statistical

methods, such as (i) the propagation of higher moments of error distributions,

(ii) the evaluation of ‘average confidence’ intervals, and (iii) the evaluation of

‘conditional confidence’ intervals. It also describes the use of the Monte Carlo

principle for simulating measurements and for constructing procedures that give

valid uncertainty statements.

Useful for researchers and graduate students, this book promotes the correct

understanding of the classical statistical viewpoint. It also discusses other philoso-

phies, and it employs clear notation and language to avoid the confusion that exists

in this controversial field of applied science.

R O B I N W I L L I N K is a physicist and mathematical statistician who has been

employed in Applied Mathematics at Industrial Research Ltd, the parent body of

the National Metrology Institute of New Zealand. He is the author of many arti-

cles on the subject of measurement uncertainty, and he has made several notable

contributions to the statistics literature.
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To my friend Gemma, who hasn’t got a clue what this book is about.

But that doesn’t matter to either of us.
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Introduction

I have recently finished a period of employment as a statistician at a research

institute that, in one capacity, acts as the parent body for New Zealand’s national

laboratory for metrology (measurement science). During that period, a significant

amount of time was spent considering and discussing ideas of data-analysis in

physics and chemistry, especially in matters relating to measurement. I quickly

reached the conclusion that the ideas surrounding the quantification of measure-

ment uncertainty are problematic, and later I formed some opinions as to why that

is the case. First, the evaluation of uncertainty is supposed to have been adequately

addressed in the Guide to the Expression of Uncertainty in Measurement (BIPM

et al., 1995; JCGM, 2008a) but – as is described in Chapter 14 – that document

is unsatisfactory from a statistical point of view. Second, for typical measurement

scientists, the evaluation of uncertainty in measurement is not the most interesting

aspect of their work. Less effort is expended in understanding conceptual mat-

ters of uncertainty than in addressing practical matters of measurement technique.

Third, and perhaps most important, the task involves concepts of statistical infer-

ence that might not have been presented well during an education in a science

faculty.

The statistician involved in this area of science might reasonably expect to

find one outstanding difficulty: the ‘Bayesian controversy’ that splits the statisti-

cal community over the nature of ‘probability’. This controversy is surely relevant

in measurement problems, where systematic errors are ubiquitous and where these

errors might be treated by imputing worst-case values – as a classical statistician

often would – or be treated ‘probabilistically’ – as a Bayesian statistician would.

But the statistician might be surprised to also find another difficulty: the measure-

ment community seems divided over whether quantities can be considered to have

‘true’ values. That issue is of great relevance. The ground is cut out from under-

neath someone carrying out parameter estimation if a ‘true value’ for the parameter

does not exist. Yet the concepts of such parameter estimation are those on which

xii
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Introduction xiii

measurement scientists appear to base their treatments of measurement uncertainty.

Thus, there is this curiosity: some measurement scientists are implicitly denying

the very basis of the methods of data analysis that they employ.

So the statistician seeking to make sense of what metrologists understand by

‘the quantification of measurement uncertainty’ has a surprisingly difficult task.

This was emphasized to me when, in the library at my place of work, I viewed a

copy of the book Measurement Errors: Theory and Practice by the experienced

and authoritative Russian scientist Semyon Rabinovich (1995). At three places

in the margin of the very first page, where Rabonivich introduces basic ideas of

measurement, some dissenting reader had written the word ‘wrong’! No further

evidence was needed to convince me that different measurement scientists think

about measurement in fundamentally different ways. If such scientists cannot agree

on foundational ideas about measurement then how can the statistician contribute

easily in the area of ‘measurement uncertainty’? Perhaps some of the uncertainty

in measurement is about the concept of measurement itself!

Despite these difficulties – or perhaps because of them – my work at that institute

led to the publication of a number of articles of a statistical nature in interna-

tional measurement journals. The kind words and compliments that I received in

response to those articles indicated that many measurement scientists are searching

for a coherent understanding of measurement uncertainty based on accepted logi-

cal principles. A time came when a colleague in Slovakia asked me ‘Robin, have

you thought of writing a book on this subject?’ I had, but I had not made or taken

an opportunity. The opportunity has since presented itself, and this book is the

result.

The purpose of the book

I am a physicist-turned-statistician, not an expert in measurement. So this book

is not intended to describe subtle aspects of measurement technique. Rather it is

intended to explain the various concepts of ‘probability’ that are applicable in mea-

surement, especially in the production of a justifiable statement of measurement

uncertainty. Therefore, where aspects of measurement are described, the emphasis

is on ideas that permit the proper use of probability and its ally ‘statistics’. There

is little more distressing to a scientist than to have the principles of one’s discipline

misused. So this book is concerned with the correct use of concepts of probabil-

ity and statistics, and on the legitimate extension of these concepts to address the

realities of measurement.

The level at which this book is written is above that of an introductory text. Intro-

ductory texts and courses on statistics do not address some of the issues that arise

in measurement and often fail to discuss potential areas of confusion for scientists
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xiv Introduction

of other disciplines. A simple presentation of basic statistical ideas does not suffice,

and for some reason a gulf remains between the understanding of the statistician

and that of the typical applied scientist or mathematician. Consequently, this book

is written at a higher level, the concepts presented are focused on measurement, and

most of the ideas found in introductory statistics books are omitted or assumed. In

particular, the emphasis is on reexpressing the relevant principles of data analysis

for ‘parameter estimation’ and on extending these principles to fit the context of

measurement.

The physicist, chemist or measurement scientist who reads this book is asked

to put aside preconceptions about statistical ideas and terms, especially those rein-

forced through reading material not written by statisticians. In turn, the statistician

who reads this book is asked to engage with the issues that face experimental sci-

entists and to subsequently present the science of statistics in a way that narrows

the gulf of understanding (or mis-understanding). Both groups of reader are asked

to acknowledge that the language and notation involved must be sufficiently com-

plex to avoid ambiguity. Most importantly, all readers are asked to consider what

the actual meaning of an interval of measurement uncertainty should be, especially

when this interval is quoted with a figure of ‘sureness’, say 95%.

That is the central issue raised in this book. It is an issue or question that can be

expressed in different forms.

● How can the person for whom a measurement is made properly interpret a 95%

interval of measurement uncertainty provided with the result?

● What is the practical implication of the figure 95% in this context?

Readers who are not interested in addressing this question need proceed no fur-

ther, for the great majority of this book is written to answer it and to develop

corresponding means of uncertainty evaluation.

At the forefront of this book is the idea that the meaning of a stated scien-

tific result should be unambiguous. Of course, approximations are unavoidable

in modelling and data analysis. But these should be approximations in number,

not approximations in meaning. It is legitimate to say ‘the correct numerical

answer is approximately ...’ but it does not seem legitimate to say ‘the meaning

of this answer is approximately ...’. So in this book we require a 95% interval

of measurement uncertainty to have an unambiguous and practical meaning. This

involves identifying a concept of success in measurement and, by implication, a

concept of failure. Without such ideas we have very little to hang our hats upon,

very little to claim that we have actually achieved in a measurement, and very

little to which we are accountable. Such concepts of achievement and respon-

sibility are not always evident in approaches to the evaluation of uncertainty in

measurement.
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Structure and style

I trust that this book will be of some benefit to all who engage with it. The book

is written in three parts that will be of different value to different readers. Part I

describes and explains various principles that provide a basis for the study of mea-

surement uncertainty. It might be lengthier than many readers would expect, but

the lack of a set of accepted starting principles is one reason for the confusion and

disagreement that we find when approaching this subject. Chapters 1 and 2 con-

sider relevant principles of measurement, in particular the ideas of measurement

uncertainty and measurement error. Chapter 3 outlines relevant principles of prob-

ability and statistics, explains why the classical approach to statistical analysis is

favoured in this book and pays attention to the correct understanding of a confi-

dence interval, which is the basic tool of a classical statistician when estimating

an unknown parameter using an interval. Chapter 4 considers the idea of treating

systematic errors as if they had been drawn from probability distributions, which

was an idea recommended by an authoritative group of measurement scientists con-

vened to consider the difficulties of treating these errors. Last, Chapter 5 introduces

variant forms of confidence interval that seem particularly applicable in our con-

text of measurement. Many of the ideas developed in Chapters 4 and 5 fall outside

the body of classical statistical principles. So the approach taken to the evaluation

of measurement uncertainty in this book might be described as one of ‘extended

classical statistics’.

Part II builds on the principles described in Part I to present methods for the eval-

uation of uncertainty that are intended to be accurate, meaningful and practical.

Chapter 6 completes our preparation for this task by addressing some remaining

issues. In particular, it describes a pragmatic step taken to unify the treatment

of ‘statistical’ and ‘non-statistical’ errors. Chapter 7 discusses the evaluation of

measurement uncertainty based on the first-order Taylor’s series approximation to

the equation defining the ‘measurand’, the quantity intended to be measured. This

chapter describes methodology sufficient for the evaluation of uncertainty in the

vast majority of measurement problems. In particular, it puts forward a method that

involves the first four moments of the total error distribution, not just the mean and

variance. Chapter 8 considers the evaluation of measurement uncertainty when the

full non-linear function is retained. In particular, it discusses the use of Monte Carlo

simulation of the measurement process. This chapter involves the most complicated

mathematical ideas found in this book, and much of it may be omitted. Chapter 9

encourages us to take into account the purpose of making the measurement when

considering the appropriate way of representing the measurement uncertainty.

Part III addresses miscellaneous topics. Chapter 10 discusses the measurement

of vectors and functions, and Chapter 11 considers the analysis of data from an

inter-laboratory comparison conducted to assess, and perhaps refine, a statement of
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xvi Introduction

measurement uncertainty. These two chapters largely stand alone, so they may be

omitted in a first reading. The later chapters seek to explain and overcome sources

of confusion and debate. Readers are asked to study these chapters carefully: the

comments contained might be the most helpful found in this book! Chapter 12

considers other approaches to the evaluation of measurement uncertainty, while

Chapter 13 focuses on the ‘objective Bayesian’ approach, which is being advocated

in some official documents. Chapter 14 discusses the principles of the Guide to the

Expression of Uncertainty in Measurement (BIPM et al., 1995; JCGM, 2008a),

which is widely seen as an international standard. Last, Chapter 15 discusses the

difficult situation where the value of the measurand lies close to a non-physical

region into which the interval of measurement uncertainty cannot extend. This sit-

uation highlights some of the philosophical issues that motivate the writing of this

book.

The text of the book contains sections, examples, definitions and results that

are numbered. There are pieces of theory that are numbered and there are also

three numbered ‘claims’. These items have been written to stand alone. They are

numbered within each chapter, and each type of item has its own counter. So Exam-

ple 3.2 is the second example found in Chapter 3, it is not necessarily found in

Section 3.2, and it might precede Definition 3.1.

I have tried to write in a style that is consistent, clear and interesting, and I

hope that reading this book will be both informative and enjoyable. I like to think

that the book contains new ideas, and that the reader might be surprised by various

assertions and so be encouraged to take fresh looks at old problems. Such assertions

will be largely associated with two underlying concepts emphasized throughout,

these being ‘meaning’ and ‘purpose’.

I have also tried to convey something of my enthusiasm for the classical

approach to statistical inference, while not being unduly critical of other points

of view. In one or two places – perhaps late in Chapter 8 – this book might be seen

as advocating theory that is inapplicable through being impractical. However, some

other approaches seem inapplicable through being meaningless or invalid! (It does

not seem possible to have an interest in probability and statistics while not having

a view of what is meaningful.)

Some simple terms

One theme of this book relates to clarity in notation and terminology. The usage

of notation is discussed in some length in Section 3.2, while matters of language

and terminology are raised throughout the text. The existence of unambiguous lan-

guage in science is very important, especially in an interdisciplinary field like this

– where ideas of measurement, physics and statistics must meet if progress is to

be made. So let me state at the outset the intended meanings of some seemingly
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simple words. I am convinced that many of the problems we face in this subject

arise from different understandings of such words.

● The words quantity and value will be used in very general senses rather than in

any sense that is peculiar to the measurement scientist.

● The word fixed will be used to refer to something that cannot change during a

process, even though it may be unknown. So a fixed quantity might be regarded

as having been set by Providence rather than determined by humankind.

● The verb to estimate will mean ‘to approximate by some reasonable means’.

For something to be approximated, that thing must exist. So for something to be

estimated, that thing must exist.1

● The verb to determine will not be used often. It conveys a much stronger idea

than the verb ‘to estimate’. To determine the value of something is to find the

value exactly. Some scientists speak of ‘determining the value of some physical

quantity’, but I do not understand what they mean. Are they claiming to decree

what the value of the quantity is – as in one of the views of measurement dis-

cussed in Chapter 1 – or are they using the word ‘determine’ as others would

use the word ‘estimate’?

● The word bias will be used in a way that conforms to its use in statistics, where

the bias is the error that would be incurred if the estimation procedure were

repeated infinitely and the individual results were averaged to form the final

result. This understanding contrasts with the definition of ‘measurement bias’

given in the International Vocabulary of Metrology (VIM, 2012, clause 2.18),

which is ‘estimate of a systematic measurement error’, the term in bold being

defined in the preceding clause. That definition seems to be an aberration: most

scientists would be much more comfortable with the idea that a bias is something

to be estimated, not an estimate of something.

This book is written to address the controversies and divisions that exist within

this field, some of which are exacerbated by ambiguities about such words. I trust

that the book will shed some light on areas in which scientists disagree, especially

where there are informal self-taught views of probability and measurement uncer-

tainty. And I would like it to enable the measurement scientist to employ methods

acceptable to those concerned about the principles of probability and statistics. In

addition, I hope that statisticians reading this book might see the issues that face

the measurement scientist and might realize that developing a suitable theory of

measurement uncertainty requires thinking outside the statistical square.

1 The claim that we can ‘estimate the values of model parameters’ when the model and its parameters are
known to be abstractions of reality seems to me to be a corruption of English language that has led to much
illogical practice.
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