
Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Robust Statistics for Signal Processing

Understand the benefits of robust statistics for signal processing with this authoritative
yet accessible text. The first ever book on the subject, it provides a comprehensive
overview of the field, moving from fundamental theory through to important new results
and recent advances. Topics covered include advanced robust methods for complex-
valued data, robust covariance estimation, penalized regression models, dependent data,
robust bootstrap, and tensors. Robustness issues are illustrated throughout using real-
world examples and key algorithms are included in a MATLAB Robust Signal Process-
ing Toolbox accompanying the book online, allowing the methods discussed to be easily
applied and adapted to multiple practical situations. This unique resource provides a
powerful tool for researchers and practitioners working in the field of signal processing.

Abdelhak M. Zoubir is Professor of Signal Processing and Head of the Signal Processing
Group at Technische Universität Darmstadt, Germany. He is a fellow of the IEEE,
an IEEE Distinguished Lecturer, and the coauthor of Bootstrap Techniques for Signal

Processing (Cambridge, 2004).

Visa Koivunen is Professor of Signal Processing at Aalto University, Finland. He is also
a fellow of the IEEE and an IEEE Distinguished Lecturer.

Esa Ollila is Associate Professor of Signal Processing at Aalto University, Finland.

Michael Muma is a Postdoctoral Research Fellow in the Signal Processing Group at
Technische Universität Darmstadt, Germany.

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Robust Statistics for Signal
Processing

ABDELHAK M. ZOUB IR

Technische Universität Darmstadt

V ISA KO IVUNEN

Aalto University

ESA OLL ILA

Aalto University

MICHAEL MUMA

Technische Universität Darmstadt

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

University Printing House, Cambridge CB2 8BS, United Kingdom

One Liberty Plaza, 20th Floor, New York, NY 10006, USA

477 Williamstown Road, Port Melbourne, VIC 3207, Australia

314–321, 3rd Floor, Plot 3, Splendor Forum, Jasola District Centre, New Delhi – 110025, India

79 Anson Road, #06–04/06, Singapore 079906

Cambridge University Press is part of the University of Cambridge.

It furthers the University’s mission by disseminating knowledge in the pursuit of
education, learning, and research at the highest international levels of excellence.

www.cambridge.org
Information on this title: www.cambridge.org/9781107017412
DOI: 10.1017/9781139084291

© Cambridge University Press 2018

This publication is in copyright. Subject to statutory exception
and to the provisions of relevant collective licensing agreements,
no reproduction of any part may take place without the written
permission of Cambridge University Press.

First published 2018

Printed and bound in Great Britain by Clays Ltd, Elcograf S.p.A.

A catalogue record for this publication is available from the British Library.

Library of Congress Cataloging-in-Publication Data

Names: Zoubir, Abdelhak M., author. | Koivunen, Visa, author. | Ollila, Esa,
1974– author. | Muma, Michael, 1981– author.

Title: Robust statistics for signal processing / Abdelhak M. Zoubir,
Technische Universität, Darmstadt, Germany, Visa Koivunen, Aalto
University, Finland, Esa Ollila Aalto University, Finland, Michael Muma
Technische Universität, Darmstadt, Germany.

Description: New York, NY, USA : Cambridge University Press, 2018. | Includes
bibliographical references and index.

Identifiers: LCCN 2018022944 | ISBN 9781107017412 (hardback : alk. paper)
Subjects: LCSH: Robust statistics. | Signal processing–Mathematics.
Classification: LCC QA276 .Z68 2018 | DDC 519.5–dc23

LC record available at https://lccn.loc.gov/2018022944

ISBN 978-1-107-01741-2 Hardback

Additional resources for this publication at www.cambridge.org/zoubir.

Cambridge University Press has no responsibility for the persistence or accuracy of
URLs for external or third-party Internet Web sites referred to in this publication
and does not guarantee that any content on such Web sites is, or will remain,
accurate or appropriate.

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents

Preface page ix
Abbreviations xvi
List of Symbols xx

1 Introduction and Foundations 1

1.1 History of Robust Statistics 1
1.2 Robust M-estimators for Single-Channel Data 5
1.3 Measures of Robustness 14
1.4 Concluding Remarks 27

2 Robust Estimation: The Linear Regression Model 28

2.1 Complex Derivatives and Optimization 28
2.2 The Linear Model and Organization of the Chapter 31
2.3 The Least Squares Estimator 33
2.4 Least Absolute Deviation and Rank-Least Absolute Deviation

Regression 36
2.5 ML- and M-estimates of Regression with an Auxiliary Scale

Estimate 46
2.6 Joint M-estimation of Regression and Scale Using Huber’s Criterion 53
2.7 Measures of Robustness 61
2.8 Positive Breakdown Point Regression Estimators 64
2.9 Simulation Studies 67
2.10 Concluding Remarks 72

3 Robust Penalized Regression in the Linear Model 74

3.1 Sparse Regression and Outline of the Chapter 74
3.2 Extensions of the Lasso Penalty 76
3.3 The Lasso and the Elastic Net 77
3.4 The Least Absolute Deviation-Lasso and the Rank-Lasso 85
3.5 Joint Penalized M-estimation of Regression and Scale 91
3.6 Penalty Parameter Selection 95
3.7 Application Example: Prostate Cancer 96
3.8 Concluding Remarks 98

v

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

vi Contents

4 Robust Estimation of Location and Scatter (Covariance) Matrix 100

4.1 Complex Vector Space Isomorphism and Complex Distributions 101
4.2 Elliptically Symmetric Distributions 103
4.3 ML- and M-estimation of the Scatter Matrix 109
4.4 Examples of M- and ML-estimators 112
4.5 Regularized M-estimators of the Scatter Matrix 117
4.6 Signal Detection Application 119
4.7 Concluding Remarks 123

5 Robustness in Sensor Array Processing 125

5.1 Introduction 125
5.2 Basic Array Signal Model 127
5.3 Uncertainties in the Array Signal Model 131
5.4 Statistically Robust Methods 135
5.5 Array Processing Examples 142
5.6 Concluding Remarks 146

6 Tensor Models and Robust Statistics 147

6.1 Introduction 147
6.2 Tensor Notation and Basic Operations 148
6.3 Tensor Decompositions 153
6.4 Robust Tensor Decomposition 155
6.5 Combining Robustness with Sparsity 157
6.6 Simulation Examples 160
6.7 Concluding Remarks 162

7 Robust Filtering 163

7.1 Robust Wiener Filtering 163
7.2 Nonparametric Nonlinear Robust Filters 166
7.3 Robust Kalman Filtering 170
7.4 Robust Extended Kalman Filtering 177
7.5 Concluding Remarks 185

8 Robust Methods for Dependent Data 186

8.1 Signal and Outlier Models 186
8.2 Propagation of Outliers 190
8.3 An Overview of Robust Autoregressive Moving-Average Parameter

Estimators 196
8.4 Robust Model Order Selection 201
8.5 Measures of Robustness 204
8.6 Algorithms 211
8.7 Concluding Remarks 216

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents vii

9 Robust Spectral Estimation 217

9.1 Robust Nonparametric Spectral Estimation 217
9.2 Autoregressive Moving-Average Model–Based Robust Parametric

Spectral Estimation 224
9.3 Simulation Example: Robust Spectral Estimation 226
9.4 Robust Subspace-Based Frequency Estimation 227
9.5 Concluding Remarks 232

10 Robust Bootstrap Methods 233

10.1 Introduction 233
10.2 Existing Robust Bootstrap Methods 235
10.3 Robust Bootstrap Confidence Interval Estimation in Linear Regression 241
10.4 Robust and Scalable Bootstrap for Large-Scale Data 245
10.5 Concluding Remarks 257

11 Real-Life Applications 258

11.1 Localization of User Equipment in an Indoor Environment 258
11.2 Blood Glucose Concentration in Photometric Handheld Devices 260
11.3 European Tracer Experiment Source Estimation 262
11.4 Robust Short-Term Load Forecasting 266
11.5 Robust Data Cleaning for Photoplethysmography-Based Pulse-Rate

Variability Analysis 268

Bibliography 272
Index 288

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Preface

With the rapid advance in signal processing driven by technological advances toward
a more intelligent networked world, there is an ever-increasing need for reliable and
robust information extraction and processing, and this is the domain of robust statistical
signal processing. There has been a proliferation of research, applications, and results
in this field and an in-depth book that provides a timely overview and a systematic
account, along with foundational theory, is of importance. Collectively, the authors have
significant expertise in the robust statistical signal processing field, developed over many
years, and this expertise underpins the selection of material and algorithms, along with
the foundational theory, that comprises the book.

Robust statistical signal processing is part of statistical signal processing that, broadly,
involves making inference based on observations of signals that have been distorted or
corrupted in some unknown manner (Zoubir, 2014). Often, the term robust is loosely
used in signal processing. The focus in this book is on statistical robustness in the
context of statistical uncertainty that arises in state-of-the-art statistical signal processing
applications or in deviations from distributional assumptions. The emphasis is on robust
statistical methods to solve problems encountered in current engineering practice. While
the focus is practical, the book also presents advances in robust statistics – an established
discipline of statistics which has its origins in the middle of the last century. Appropriate
introductory material is provided to form a coherent development of robust statistical
signal processing theory.

Classical statistical signal processing relies strongly on the normal (Gaussian) dis-
tribution, which provides, in many situations, a reasonable model for the data at hand.
It also allows for closed-form derivations of optimal procedures. However, there have
been deviations from Gaussianity reported in numerous measurement campaigns. An
overview that covers a broad range of applications where these deviations occur is given
in Zoubir et al. (2012), and in later chapters of this book. Robust statistical methods
account for the fact that the postulated models for the data are fulfilled only approxi-
mately and not exactly. In contrast to classical parametric procedures, robust methods
are not significantly affected by small changes in the data, such as outliers or small
model departures. They also provide near-optimal performance when the assumptions
hold exactly. While optimality is clearly desirable, robustness is the engineer’s choice.

In Figure 0.1 the transition from classical parametric statistical signal processing to
robust signal processing is illustrated. This tightrope walker metaphor, which goes back
to Hampel et al. (2011), illustrates the danger of walking on a single rope, symbolizing
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x Preface

Figure 0.1 Tightrope walker metaphor. Artwork by Sahar Khawatmi.

a single distribution or a parametric model in a real-world situation. For some of today’s
problems, many robust methods and coherent results exist, as symbolized by the tight
mesh that a researcher may use. However, the increasing complexity of the data found
in applications necessitates new robust advanced methods. These form a broader mesh
that also includes advanced robust signal processing techniques that are in demand more
than ever before in today’s engineering problems as a pathway to designing systems and
data analysis tools.

Aim and Intended Audience

The primary aim of the book is to make robust methods accessible for everyday sig-
nal processing practice. The book has been written from a signal processing practi-
tioner’s perspective and focuses on data models and applications that we have frequently
encountered, and algorithms that we have found useful. Throughout the book, examples
taken from practical applications, that is, real-life examples, are used to motivate the
use of robust methods and to illustrate the underlying concepts. Our objective is to give
a tutorial-style treatment of fundamental concepts, as well as to provide an accessible
overview of lesser-known aspects and more recent trends in robust statistics for signal
processing.

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Preface xi

The intended audience is broad and includes applied statisticians and scientists
in areas such as biomedicine, data analytics, electrical and mechanical engineering,
communications, and others. Some sections of the book present fundamental concepts,
whereas others highlight recent developments. Therefore, beginners, for example,
graduate-level students or practitioners with a basic knowledge in probability theory,
linear algebra, and statistics, can use the book as a starting point to familiarize
themselves with the concepts of robustness. Further, experts and more theoretically
oriented readers are likely to benefit from proofs and recent results.

Organization of the Book

Chapter 1 provides the foundation for robust estimation theory that is introduced in
a signal processing context and in a signal processing framework. It includes a brief
historical account and provides the basic outlier and heavy-tailed distribution models.
The M-estimator of location and scale parameters is explained by using the example
of estimating the direct current value in independently and identically distributed noise.
Important measures of robustness such as the influence function and the breakdown
point are then introduced.

The important topic of parameter estimation in linear regression models is considered
in Chapter 2. Linear regression models are used in many practical problems includ-
ing those where the interference is impulsive or the noise has a heavy-tailed distribu-
tion. As an example, we discuss the geolocation of a user equipment in mixed line-of-
sight/non-line-of-sight observations in wireless communications. Because of its practi-
cal importance, the chapter begins with a brief introduction to complex derivatives and
optimization. Chapter 2 then discusses least squares estimators, least absolute deviation
estimators, rank-least absolute deviation estimators, maximum likelihood estimators,
M-estimators, and positive breakdown point estimators. Measures of robustness are
defined for the linear regression model and simulation examples are provided to com-
pare the estimators.

The major focus of Chapter 3 is robust and sparse estimation in linear models. Regu-
larized robust estimators are considered and an example from the area of image denois-
ing is given. Regularized robust estimators are also important for compressive sensing,
which is a signal processing technique for efficiently acquiring and reconstructing a
signal by finding solutions to underdetermined linear systems. Sparse regression meth-
ods have become increasingly important in modern data analysis due to the frequently
occurring case of both the measurement and feature space being high-dimensional. In
high-dimensional regression problems, the regression model is often ill-posed, that is,
the number of regressors often exceeds the number of measurements. The least absolute
shrinkage and selection operator (Lasso) has become a benchmark method for sparse
regression, and the purpose of this chapter is to develop and review robust alternatives
to the Lasso estimator and its extensions. For illustration, these methods are applied to
a benchmark prostate cancer data set.
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Robustness for the multichannel data case, as arises, for example, in sensor array
processing, is of increasing importance in signal processing practice and is the subject
of Chapter 4. The complex-valued case is considered and a brief review of complex
elliptically symmetric distributions is provided before the theory of robust estimation
of the multivariate location and scatter (covariance) matrix is introduced. This chapter
places special attention to M-estimators for the scatter matrix as these estimators have
been, by far, the most popular estimators in the signal processing literature. We illustrate
the usefulness of robust covariance estimators in a signal detection application by using
the normalized matched filter.

Important aspects of robust covariance estimation for sensor array processing appli-
cations are discussed in Chapter 5. First, the basic array processing signal model for
ideal arrays and the underlying assumptions used in estimating the angles of arrival is
presented. The uncertainties in the signal model, including modeling emitted signals,
the array configuration, and the propagation environment, are considered. Some array
configurations and direction-of-arrival estimation methods that provide robustness in the
face of such uncertainties are briefly discussed.

Chapter 6 is concerned with tensor representations, which are a natural way to
approach the modeling of high-dimensional data. First, a brief overview of tensor
representations is provided and a standard notation is used. The basic ideas underpinning
canonical tensor decomposition and Tucker decomposition are then described. This
is followed by a discussion of a statistically robust method for finding a tensor
decomposition. The case of finding a statistically robust way of decomposing tensors
while promoting sparseness is also discussed.

Robust filtering constitutes an important field of research with a long and rich history,
reaching back to even before the mathematical formalization of robust statistics by
Huber (1964). Considering the large amount of material on robust filtering, a book on
this topic is easily justified. In this context, a brief overview of selected topics is provided
in Chapter 7 without any claim for completeness. In particular, we first discuss robust
Wiener filtering and then describe some nonparametric nonlinear robust filters, such as
the weighted median and weighted myriad filters. Real-world applicability of robust
methods is exemplified by analyzing electrocardiographic data. Finally, we consider
robust filtering based on state-space models, that is, the robust Kalman filter and the
approximate conditional mean filter. Robust filters that can deal with outliers in the state
equation and in the measurement equation are discussed. We also provide an example
of tracking user equipment in a mixed line-of-sight/non-line-of-sight environment by
means of robust extended Kalman filtering.

Correlated data streams are commonly measured in areas such as engineering, data
analytics, economics, biomedicine, radar, or speech signal processing, to mention a few.
The basic concepts of robustness introduced in the independent data case, however,
cannot be straightforwardly extended to the dependent data case. Robust methods for
dependent data form the most practical case for signal processing practitioners and are
the subject of Chapter 8. This chapter focuses on robust parameter estimation for autore-
gressive moving-average (ARMA) models associated with random processes, for which
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the majority of the samples are appropriately modeled by a stationary and invertible
ARMA model and a minority consists of outliers with respect to the ARMA model.

Robust spectral estimation is the subject of Chapter 9. Here, we consider nonpara-
metric robust methods, as well as robust parametric spectral estimation. We discuss the
robust estimation of the power spectral density of an ARMA process using methods for
robust estimation of the model parameters detailed in Chapter 8. Further, we discuss
parametric methods such as MUltiple SIgnal Classification for the robust estimation
of line spectra by employing the robust eigendecomposition of the covariance matrix,
discussed in Chapter 4.

Robust bootstrap methods are introduced in Chapter 10. The bootstrap is a powerful
computational tool for statistical inference that allows for the estimation of the distribu-
tion of an estimator without distributional assumptions on the underlying data, reliance
on asymptotic results, or theoretical derivations. However, the robustness properties of
the bootstrap in the presence of outliers are very poor, irrespective of the robustness
of the bootstrap estimator. We briefly review recent developments of robust bootstrap
methods for estimation and highlight their importance. Again, the example of robust
geolocation is used for illustration purposes. The chapter also features a robust bootstrap
method that is scalable to very large volume and high-dimensional data sets, that is, big
data. Moreover, it is compatible with distributed data storage systems and distributed
and parallel computing architectures. Finally, an inference example using real-world
data from the Million Song data set is considered.

Chapter 11 is devoted to real-life applications of robust methods. Here, we give
several examples of how the theory detailed in preceding chapters can be applied in
areas as diverse as short-term load forecasting, diabetes monitoring, heart-rate variabil-
ity analysis by means of photoplethysmography, inverse atmospherical problems, and
indoor localization.

To reproduce the examples that are given in the book and to allow the practitioner to
directly apply the methods detailed in the book a MATLAB© toolbox – RobustSP – has
been developed, and this is downloadable as ancillary material.

The book does not cover robustness for signal detection and robust hypothesis testing
(Sion, 1958; Huber, 1965; Huber and Strassen, 1973; Österreicher, 1978; Kassam and
Poor, 1985; Dabak and Johnson, 1993; Poor and Thomas, 1993; Song et al., 2002) or
classification, although much progress has been made in this area recently, for example
robust detection using f -divergence balls (Levy, 2009; Gül and Zoubir, 2016, 2017;
Gül, 2017), the importance of density bands (Kassam, 1981; Fauß and Zoubir, 2016), or
robust sequential detection (DeGroot, 1960; Brodsky and Darkhovsky, 2008; Fellouris
and Tartakovsky, 2012; Fauß and Zoubir, 2015; Fauß, 2016).
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CES complex elliptically symmetric
CFAR constant false alarm rate
CI confidence interval
CN complex normal
CRLB Cramér-Rao lower bound
CS compressed sensing
CV cross-validation
DC direct current
DF degrees of freedom
DOA direction-of-arrival
DTFT discrete-time Fourier transform
ECG electrocardiogram
ECP empirical coverage probability

xvi

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Abbreviations xvii

EEG electroencephalogram
EIF empirical influence function
EKF extended Kalman filter
EN elastic net
ES elliptically symmetric
ESPRIT estimation of signal parameters via rotational invariance techniques
ETEX European Tracer Experiment
EVD eigenvalue decomposition
FFT fast Fourier transform
FIR finite impulse response
fMRI functional magnetic resonance imaging
FNR false negative rate
FOBI fourth-order blind identification
FP fixed-point
FPR false positive rate
FRB fast and robust bootstrap
GES gross-error-sensitivity
GLRT generalized likelihood ratio test
GPS global positioning system
GUT generalized uncorrelating transform
HOS higher-order statistics
HQ Hannan and Quinn
HRV heart rate variability
IC information criteria
ICA independent component analysis
ICP intracranial pressure
IF influence function
IFB influence function bootstrap
i.i.d. independently and identically distributed
IO innovations outlier
IRWLS iterative re-weighted least squares
JADE joint approximate diagonalization of eigen-matrices
JNR jammer-to-noise ratio
JSR jammer-to-signal ratio
KDE kernel density estimator
LAD least absolute deviations
LASSO least absolute shrinkage and selection operator
LCD liquid crystal display
LMS least-median of squares
LOS line-of-sight
LPDM Lagrangian particle dispersion model
LSE least squares estimator
LTI linear time-invariant
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xviii Abbreviations

LTS least trimmed squares
MA moving-average
MAP maximum posteriori
MAPE mean absolute percentage error
MBC maximum-bias curve
MC Monte Carlo
MCD minimum covariance determinant
MDL minimum description length
MeAD mean absolute deviation
MHDE minimum Hellinger distance estimator
MIMO multiple-input multiple-output
ML maximum likelihood
MLE maximum likelihood estimator or estimate
MMSE minimum mean squared error
MR median-of-ratios
MRA minimum redundancy arrays
MS mean-shift
MSD matched subspace detector
MSE mean squared error
MSWF multistage Wiener filter
MUSIC MUltiple SIgnal Classification
MVDR minimum variance distortionless response
MVE minimum volume ellipsoid
NLOS non-line-of-sight
NMSE normalized mean squared error
PARAFAC parallel factors
PCA principal component analysis
PCI peripheral component interconnect
PD probability of detection
pdf probability density function
PDH positive definite Hermitian
PE prediction error
PFA probability of false alarm
PPG photoplethysmogram
PRV pulse rate variability
PSD power spectral density
RA robust autocovariance
RARE rank-reduction
RCM rank covariance matrix
REKF robust extended Kalman filter
RES real elliptically symmetric
RLAD rank-least absolute deviations
RM ratio-of-medians
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Abbreviations xix

RMSE relative mean squared error
RMSSD root mean square of successive differences
RO replacement outlier
RSP robust starting point bootstrap
RSS residual sum-of-squares
RV random variable
r.v. random vector
SARIMA seasonal integrated autoregressive moving-average
SC sensitivity curve
SCM sample covariance matrix
SDNN standard deviation of N-N intervals
SML stochastic maximum likelihood
SNR signal-to-noise power ratio
SOI signal of interest
SP signal processing
SSR sparse signal reconstruction
ST space-time or soft-thresholding
SUT strong uncorrelating transform
SVD singular value decomposition
TCM Kendall’s Tau covariance matrix
TOA time-of-arrival
UCA uniform circular array
ULA uniform linear array
w.l.o.g. without loss of generality
WSN wireless sensor network
WSS wide-sense stationary
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List of Symbols

AGp(μ, �) p-dimensional Angular Gaussian (AG) distribution with mean
vector μ and scatter matrix �

arg max argument of the maximum
arg min argument of the minimum
ai ith column vector of a matrix A = (a1 · · · ap)

a[i] ith (transposed) row vector of a matrix A = (a[1] · · · a[p])
⊤

bias (T(F), F) asymptotic bias of an estimator T(F) at distribution F

C field of complex numbers
col(X) column space of X

#{·} cardinality of a set
CEp(μ, �, g) p-dimensional complex elliptically symmetric distribution with

mean vector μ, scatter matrix � and density generator g

CNp(μ, �) p-variate complex normal distribution with mean vector μ and
scatter matrix �

(·)∗ complex conjugate
� covariance matrix
rxy(·) cross-second-order moment function of the random processes

xt(ζ ) and yt(ζ )

cxy(·) central cross-second-order moment function (cross-covariance
function) of the random processes xt(ζ ), yt(ζ )

x
d
= y x has the same distribution as y

|A| determinant of a matrix A

diag(a) diagonal matrix with a = (a1, . . . , ap)
⊤ as diagonal elements

� defined as
FN empirical distribution function
exp(·) exponential function
E[·] expectation operator
E[·]F expectation operator at distribution F
GES (T(F), F) gross error sensitivity of estimator T(F) at nominal distribution F

(·)H Hermitian transpose of a matrix or a vector
1A is the indicator of the event A
⌊·⌋ denotes the integer part
I identity matrix
Ip p × p identity matrix

xx
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List of Symbols xxi

IF(y; T(F), F) influence function of estimator T(F) at nominal distribution F
i.i.d.
∼ independently and identically distributed

i, j, k discrete index
Im(·) operator extracting the imaginary part of its complex-valued

argument
(·)−1 inverse of a matrix
〈·, ·〉 inner product
j imaginary unit
kurt

[

y
]

kurtosis of a random variable y

LML(μ, σ |y) negative log-likelihood function with parameters μ and σ given
observations y

A† Moore–Penrose pseudoinverse of matrix A

med(x) median of vector x

|a| modulus of a complex number a

μ location parameter (mean)
MSE (T(F), F) mean-squared error of estimator T(F) of the parameter β at

distribution F
M(N, p) multinomial distribution with N trials and outcome probability

vector p
Np(μ, �) p-variate real normal distribution with mean vector μ and scatter

matrix �
N number of observations
‖·‖1 ℓ1-norm
‖·‖2 Euclidean (ℓ2-)norm
‖·‖p,q mixed ℓp,q-norm
‖·‖F Frobenius (ℓ2,2-) norm
1 column vector of 1’s
A⊥ orthogonal complement of A
P
→ convergence in probability
f (x|β) pdf of random variable x given parameter β

Arg(·) principal argument of a complex number
Prob(·) probability
p dimension of model or observations

S
p×p
++ set of all positive definite real (or complex) symmetric (or

Hermitian) matrices of dimension p × p
Ixx(e

jω) periodogram at frequency ω

Sxx(e
jω) power spectral density of random process xt at frequency ω

ψ(·) score function of an M-estimator
Ep(μ, �, g) p-dimensional real elliptically symmetric distribution with mean

vector μ, scatter matrix � and density generator g

R field of real numbers
Re(·) operator extracting the real part of its complex-valued argument
R

+ {x ∈ R|x > 0}

R
+
0 {x ∈ R|x ≥ 0}

www.cambridge.org/9781107017412
www.cambridge.org


Cambridge University Press
978-1-107-01741-2 — Robust Statistics for Signal Processing
Abdelhak M. Zoubir , Visa Koivunen , Esa Ollila , Michael Muma 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xxii List of Symbols

ρ(·) objective function of an M-estimator
⋄ replica operator
SC(y; T(FN), FN) sensitivity curve of estimator T(F) at empirical distribution FN

σ scale parameter (standard deviation)
� scatter matrix
Ctp,ν(μ, �) p-dimensional complex t-distribution with mean vector μ, scatter

matrix � with ν > 0 degrees of freedom
(·)⊤ transpose of a matrix or a vector
Tr(·) matrix trace
U(a, b) uniform distribution on the interval a, b

σ 2
y , var(y) variance of a random variable y

ω radian frequency (normalized)
χ2

p chi square distribution with p degrees of freedom

Z set of integers
Z

+ set of positive integers
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