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Background and Motivation

This book aims to change the way we think about statistics and teach statistics in
chemical engineering. Statistics is one of the pillars of modern science and engi-
neering and of emerging topics such as data science and machine learning; despite
this, its scope and relevance has remained misunderstood and underappreciated
in chemical engineering education (and in engineering education at large). Specifi-
cally, statistics is often taught by placing emphasis on data analysis. 1 would like to
convince the reader that statistics is much more than that; particularly, statistics is
a mathematical modeling paradigm that complements physical modeling paradigms
used in chemical engineering (e.g., thermodynamics, transport phenomena, con-
servation, and reaction Kinetics). Statistics, in particular, can help model random
phenomena that might not be predictable from physics alone (or from determin-
istic physical laws), quantify the uncertainty of predictions obtained with physical
models, discover physical models from data, and create models directly from data
(in the absence of physical knowledge).

The fusion of statistical and physical modeling paradigms provides a power-
ful framework for analyzing data, extracting knowledge from data, and making
informed predictions and decisions. In addition, I would like to convince the reader
that statistics is a foundational topic in that it fundamentally transforms the way
we perceive the world and it touches every aspect of chemical engineering. More
broadly, I would like to convince the reader that statistics provides a concep-
tual framework that can help chemical engineers do what they do best: abstract,
understand, design, and control complex systems.

The desire to write this book came from my personal experience in learning
statistics in college and in identifying the significant gaps in my understanding of
statistics throughout my professional career. Similar feelings are often shared with
me by professionals working in industry and academia. Like many chemical engi-
neers, I took a course in statistics in college that covered classical topics such as
random variables, descriptive statistics, regression, design of experiments, and basic
probability. This course, while I found it to be interesting, felt disconnected from
the rest of the chemical engineering curriculum. Specifically, with the exception of
linear regression and design of experiments, I did not encounter other major uses
of statistics in the curriculum. This left me with a perception that statistics was an
intellectual “curiosity.” Throughout my professional career, I have been exposed
to a broad range of applications in which knowledge of statistics has proven to be
essential: uncertainty quantification, quality control, risk assessment, modeling of

xi
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random phenomena, process monitoring, forecasting, machine learning, computer
vision, and decision-making under uncertainty. These are applications that are per-
vasive in industry and academia. It is also important to recognize that the field of
statistics continues to evolve and many new concepts/tools have become available;
for example, the fields of uncertainty quantification, Bayesian analysis, statisti-
cal learning, and decision-making under uncertainty have experienced significant
growth in recent years.

I believe that there is a need to modernize the scope and approach to teach statistics.
This should be done carefully by finding a suitable blend of classical and new topics,
finding points of connection with the rest of the chemical engineering curriculum,
and thinking about what are the unique skills and interests of chemical engineers.
As such, a pedagogical question that motivates this book is:

How can we better teach statistics to chemical engineers?

Statistics is typically taught by mathematics/statistics departments to a broad
range of engineers; as such, it might be difficult for instructors to standardize the
teaching material and make explicit connections to applications that are of interest
to chemical engineers. Specifically, it is important to understand that chemical engi-
neers are trained to use physical knowledge (e.g., thermodynamics, reaction kinetics,
and transport phenomena) to analyze systems and make decisions (e.g., design an
experiment or a chemical process). As such, when teaching statistics, it is important
to emphasize when and how these tools can complement (or substitute) physics.
Moreover, it is important to remember that a key skill of chemical engineers is
the ability to develop mathematical abstractions (models) to analyze complex sys-
tems, and by complex, I mean systems that involve heterogeneous phenomena (e.g.,
reactions, flows, heating/cooling, and separation) and that might involve different
scales (e.g., molecular level, unit level, process level, and enterprise level). As such,
when teaching statistics, it is important to emphasize how this can provide tools
to facilitate the modeling/understanding of complex systems. It is also important
to remember that, when chemical engineers analyze data, they are ultimately inter-
ested in understanding phenomena and extracting underlying principles; in other
words, engineers aim to attribute physical meaning/origin of behavior that helps
them make decisions (e.g., design a new material or microbe to conduct a func-
tion). As such, when teaching statistics, it is important not to discard the physical
and decision-making context. Finally, with the advent of machine learning and data
science, it is important to remember that statistics (together with calculus and lin-
ear algebra) provides key mathematical fundamentals that are the building blocks of
these tools. As such, when teaching statistics, it is important to explain how foun-
dations can be used to develop or select tools and to analyze the outcomes of such
tools.

Statistics is typically taught early in the chemical engineering curriculum,
together with other mathematics courses such as calculus, linear algebra, and
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numerical methods. Teaching statistics early in the curriculum is important, as it
provides the foundations and tools that are needed in other courses. However, if
taught too early (e.g., sophomore year), instructors will be limited in the content
that they can cover, as students do not yet have the proper foundations to cover
advanced topics. For example, if students have not taken linear algebra or mul-
tivariate calculus, it will be difficult for them to understand principal component
analysis and parameter estimation. Moreover, if statistics is taught too late (e.g.,
senior year), it will be difficult for students to appreciate the connections between
statistics and the rest of the curriculum. I thus think that a suitable timing to teach
statistics is in the junior year, or alternatively, one could spread the course into
smaller modules that are taught in different years. Teaching statistics in the junior
year has several strategic benefits; for instance, given that statistics makes exten-
sive use of linear algebra, numerical methods, and calculus, it can provide a venue
to reinforce these concepts. For instance, data science and machine learning can
help students better understand and appreciate the relevance of all the mathemat-
ical concepts learned so far in the curriculum. Moreover, by teaching statistics in
the junior year, students will be in a better position to use statistical tools in core
courses (e.g., parameter estimation in reactor engineering, data analysis in labo-
ratories, uncertainty quantification in process design, and data-driven modeling
in process control). Moreover, by teaching statistics at the junior level, students
can begin to question the origin and quality of data and models (e.g., empirical vs.
first-principles); this can help reinforce the understanding of physical principles and
can help them appreciate aspects of complex systems that are less/more difficult to
predict.

Design and Organization

The design of this book follows a data—models—decisions pipeline. The intent of this
design is to emphasize that statistics is a modeling paradigm that maps data to mod-
els and models to decisions; this design also aims to “connect the dots” between
different branches of statistics and engineering. The focus on the pipeline is also
important in reminding the reader that understanding the application context mat-
ters. For instance, the data and type of model used for process design can be quite
different from the data and type of model used for experimental design. Similarly,
the nature of the decision and the data available influence the type of model used.
The book design is also intended for the reader to understand the close interplay
between statistical and physical modeling; specifically, we emphasize how statistics
provides tools to model aspects of a system that cannot be fully predicted from
physics. Moreover, we emphasize how physical systems might naturally exhibit
random behavior due to uncontrollable aspects (e.g., defects of materials, noise,
fluctuations, and vibrations).

The book design is also intended to help the reader appreciate how statistics
provides an important foundation for a broad range of modern tools of data science
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and machine learning (e.g., neural networks and logistic regression). More broadly,
the book emphasizes how statistics provides a way to think about the world. For
instance, we discuss how statistical thinking is fundamentally different from deter-
ministic thinking (which ignores uncertainty). Making this distinction is extremely
important, as chemical engineering courses tend to follow a deterministic mindset
(e.g., there is no uncertainty/variability in the data and the model used for analysis
is perfect). In this context, the book discusses how ambiguity can arise when one
faces uncertainty, as key variables of interest (e.g., cost and carbon emissions) are
no longer numbers (they are distributions) and thus cannot be compared so easily.
Moreover, we discuss how statistics provides tools that can help make decisions
that mitigatel/control uncertainty.

The design of the book is also intended to reinforce mathematical fundamen-
tals (linear algebra, optimization, and calculus) that are found in a broad range
of applications; I believe that statistics and data science provide an excellent frame-
work for doing this, as one can relate mathematical concepts (e.g., eigenvalues)
to statistical concepts (e.g., information content). Statistics also provides a suit-
able framework because it connects different mathematical concepts that are often
treated separately (e.g., estimation connects linear algebra and optimization).

The book content is structured in three major modules/parts: Part I: Basic Con-
cepts (Chapters 1-3), Part II: Intermediate Concepts (Chapters 4-5), and Part III:
Advanced Concepts (Chapters 6-7). The chapter contents can be summarized as
follows:

» Chapter 1 provides a “big picture” introduction to statistics by following the data—
model—decisions pipeline. This aims to explain how statistics provides tools to use
data to model uncertainty and variability, understand how uncertainty propa-
gates through systems, and make decisions that help mitigate and control the
effect of uncertainty. This chapter also introduces fundamental concepts of ran-
dom variables; this discussion emphasizes how a random variable is a model (a
theoretical model) that can be used to explain actual data of a system that we
observe. Moreover, this discussion introduces key elements of random variable
models, such as probability density functions, domains, parameters, and sum-
marizing statistics (e.g., mean, variance, quantiles, and probability of loss). This
chapter also discusses structural models, which are models that capture systematic
relationships between variables.

* Chapter 2 discusses how to characterize uncertainty using univariate (single-
variable ) random variable models. Here, we highlight the properties that different
models have, what type of behavior they aim to model, and when it is appropriate
to use them. Moreover, we emphasize connections between models and behavior
that is typically observed in physical systems (e.g., due to aspects that cannot be
fully controlled or predicted). This chapter also highlights connections between
random variable models (e.g., some models are generalizations or special cases of
other models). This discussion aims to highlight how the selection of statistical
models is directly analogous to the selection of physical models (e.g., equations
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of state or reaction kinetic models) in that one needs to understand the assump-
tions that each model makes and under what circumstances they can be (or not)
used.

» Chapter 3 discusses how to model uncertainty using multivariate random variable
models. Here, we highlight concepts of correlation and covariance and of joint
and conditional probabilities that help explain how random variables are inter-
related. This discussion is intended for the reader to understand how connections
between random variables can be used to gain understanding of a complex sys-
tem, develop models, and make predictions. This chapter will also show how to
compute probabilities of complex events and how events can be used to model
decision-making logic. This chapter also highlights that there are few multivari-
ate models available (e.g., multivariate Gaussian) but that one can still conduct
useful analysis based on data alone.

* Chapter 4 discusses how to estimate the parameters for random variable models
from data using a variety of techniques. This chapter also shows how to compute
estimates for theoretical quantities of random variables (e.g., expected value,
variance, and probabilities) from available data and how to quantify the accu-
racy of such estimates. This discussion will lead us to important computational
tools such as Monte Carlo approximations and important asymptotic properties
(e.g., the law of large numbers, the central limit theorem, and the extreme value
theorem) that explain how estimates behave as we accumulate data.

* Chapter 5 discusses how to estimate parameters for structural models from data.
Here, we will highlight how structural models exploit interconnections between
variables to make predictions and how estimation techniques aim to separate
the structural form of the model (the “trend”) from inherent random effects
present in the data (e.g., sensor noise). This discussion will also show how one
can use random variable models to quantify the uncertainty of structural model
predictions. This chapter discusses a powerful, optimization-based estimation
technique known as maximum likelihood estimation in depth and applies it to lin-
ear and nonlinear models. This chapter also introduces the notion of information
content and highlights how information is inherently linked to data availability
and quality and how it can be quantified using optimization and linear algebra
techniques. We also discuss the importance of incorporating prior knowledge in
the estimation procedure (in the form of constraints and regularization terms)
in order to obtain better parameter estimates and avoid spurious behavior (e.g.,
overfitting or predictions that do not obey physics). The chapter closes with a
discussion of Bayesian estimation, which provides an alternative paradigm to
maximum likelihood estimation that can help capture a broader set of settings
(e.g., reconcile data to physics).

» Chapter 6 discusses advanced tools of statistical data analysis and learning.
Here, the goal is to understand how to apply the fundamentals of statistics
from previous chapters to analyze complex datasets and to build sophisticated
predictive models. This chapter explains how to use different types of tech-
niques (eigenvalue decompositions, convolutions, and Fourier transforms) to
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extract information from different types of data (e.g., images and time series).
In addition, the chapter discusses advanced machine learning models (logistic
regression, kernel models, and neural networks) and shows how to use statistics
to help explain their design and behavior.

» Chapter 7 discusses how to make decisions in the face of uncertainty. Here, we dis-
cuss how to model different attitudes toward risk, how to compare decisions, and
how to obtain optimal decisions. Specifically, we will see that making decisions
under uncertainty is challenging because variables of interest (e.g., cost) are no
longer numbers but are random variables; as such, selecting a suitable decision
requires the comparison of the probability density functions or of summarizing
statistics. We will also introduce a technique known as stochastic optimization
that aims to make decisions that shape the distribution of variables of interest
in desirable ways. An important goal of this discussion will be to convince the
reader that deterministic decision-making paradigms can lead to decisions that
are vulnerable/non-robust when facing different types of circumstances. Finally,
the book closes with a discussion on Bayesian optimization, which is a powerful
technique that combines diverse topics covered in the book. Specifically, we will
see that this technique is a closed-loop learning paradigm that aims to strategi-
cally collect data to learn (to develop a predictive model) and to make decisions.
This learning paradigm mimics how humans and living systems naturally lever-
age data (e.g., collected from our sensory systems) to improve predictions and
decisions.

The book is intended to provide a framework to develop a statistical modeling
course that complements physical modeling courses covered in chemical engineer-
ing education. Along these lines, the book aims to place statistical modeling at the
core of chemical engineering. Specifically, it is essential for engineers to model ran-
dom phenomena and understand the origins of such phenomena, properly quantify
uncertainty and risk of models/predictions when making critical decisions, and
understand what data is most useful (or not useful) when making a decision. This is
becoming increasingly relevant as societal problems become increasingly complex
and higher volumes of data become available (e.g., better sensors and instrumenta-
tion are becoming available). It is also important to highlight that this book differs
from other engineering statistics books in that it places emphasis on modeling and
chemical engineering applications; moreover, the book covers classical and modern
topics of statistics and places emphasis on mathematical fundamentals.

Audience

The book is primarily intended for undergraduate chemical engineers (ideally at the
junior level) who have a basic background in calculus, linear algebra, and program-
ming. The content of the book can be covered in a single semester (by adjusting the
level of depth/difficulty in each topic), but the book has been designed in a modular
form so that the content can be spread throughout the curriculum: sophomore year
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(Part I), junior year (Part 1), and senior year (Part III). The content should also be
useful for undergraduate statistics courses in other engineering fields (e.g., mechan-
ical, electrical, industrial, and biomedical engineering). Some advanced content can
also be used in graduate courses (primarily for students who seek to reinforce their
knowledge of statistics and mathematical fundamentals) and for developing short
courses for industrial practitioners.

Approach

In discussing the different topics, we will make special emphasis on the key role
that data plays in helping us select appropriate models and make decisions. In this
context, we emphasize how to determine if sufficient and good-quality data is avail-
able to develop models and make decisions; moreover, we will discuss how to best
select data to conduct different types of functions (e.g., estimation vs. optimiza-
tion). We also place emphasis on Monte Carlo simulations, which provide a general
framework to use data to quantify uncertainty and make decisions. In discussing
the different topics, we will also make emphasis on the deep connections that exist
between statistics and other mathematical fields such as calculus (e.g., optimization,
integration, and differential equations) and linear algebra (e.g., vectors, matrices,
and eigenvalues). This will highlight how statistics, data science, and machine learn-
ing provide an excellent venue to reinforce and understand mathematical concepts.
For instance, we discuss how second derivatives allow us to measure information
content and how eigenvalues can help reveal redundancies in data. Reinforcing con-
cepts of optimization and linear algebra is particularly important, as such concepts
are broadly applicable in science and engineering.

We provide examples to connect all the topics discussed with a broad range
of subjects of interest in chemical engineering. These examples are accompanied
by their software implementation, which can help the reader understand how to
implement the concepts in a practical setting and can help reinforce knowledge of
computer programming and numerical computations. It is important to recognize
that statistics, when seen from a perspective of modeling, can become rather math-
ematical in nature; as such, having a blend of theory and computational views is
important. The book has a mathematical feel; this was both intentional and nec-
essary; one of the reasons for this is to ensure that the reader understands the
mathematics behind the software tools available. This mathematical understand-
ing is necessary to interpret results, understand the applicability of specific tools,
and facilitate troubleshooting.

A broad range of exercise problems are provided to reinforce the concepts and
help show the reader how to apply statistical tools to solve realistic problems; some
of these problems have been derived from real data and settings (in some instances
based on research by our research group). The selection of examples and exercises
is biased by my own experience, but I am hoping that the principles taught are
broadly applicable.
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People often ask me if textbooks (such as this one) should continue to be used
in education, now that we have access to myriad online resources. In my opinion,
a textbook conveys not only knowledge but also a thought process that some stu-
dents (and instructors) can find beneficial. Moreover, a textbook aims to present
a coherent vision of a subject (something difficult to do by simple compilation of
resources); in other words, a textbook aims to “connect the dots” between top-
ics/subjects. The book is designed with this in mind; it aims to present an end-to-end
and coherent vision on how statistical principles can be used for a wide variety of
applications.

Statistics is a broad area of mathematics, and it is inevitable that some topics
needed to be left out. For instance, this book does not cover topics of stochastic
processes (e.g., Markov chains and time series), statistical mechanics, and informa-
tion theory. Moreover, the book only covers basic topics of machine learning and
data science. However, I am hoping that the book provides the necessary founda-
tions to explore these more advanced topics; again, the intention of this book is
to connect the dots between different topics (as opposed to going deep into each
topic).

Online Resources

The book incorporates documented code for all examples. A solution manual and
code for exercises are also available for instructors. The availability of this code is
intended for students to quickly see how to apply abstract concepts and develop
“computational thinking” needed for actual implementation.
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