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Preface

Volume 2 of the New Handbook of Mathematical Psychology (NHMP) contin-
ues our goal to emphasize mathematical foundations and mathematical themes in
the psychological sciences rather than to emphasize empirical facts and specific
competing models (see the preface to Volume 1). This second volume, subtitled
Modeling and Measurement, focuses on areas of mathematics that are in major
use in constructing formal models of cognitive phenomena as well as formal
approaches to understanding the role of measurement in psychology.

The first five chapters in Volume 2 deal with probabilistic models for cog-
nitive phenomena. In particular, the first four chapters show how the standard
Kolmogorov measure-theoretic axioms of probability, random variables, and
stochastic processes are employed to formalize cognitive models in a number of
areas of psychology. In these chapters the standard axioms are presented along
with derived concepts such as Markov processes (Chapters 1 and 2), martingales
(Chapter 1), stochastic filtrations (Chapter 3), and the conditions needed to identify
and test models (Chapter 4). Chapter 5 discusses a newer and increasingly pop-
ular approach to cognitive modeling by constructing probabilistic models using
quantum probability axioms rather than the standard Kolmogorov axioms.

The final four chapters involve the foundational use of mathematics in areas
of mathematical psychology that share connections to areas outside of psychol-
ogy. Chapter 6 describes approaches that incorporate concepts from computational
cognitive neuroscience; Chapter 7 takes up problems in voting theory, an area that
overlaps with economics and political science; and Chapter 8 takes up problems
in classification that arise in the area of machine learning in computer science.
Finally, Chapter 9 presents the latest work on the concept of measure-theoretic
meaningfulness, an area in foundations of measurement that overlaps with philos-
ophy and the physical sciences. These four chapters mostly describe and use areas
of mathematics that do not have a probabilistic character. In particular, concepts in
geometry are used in Chapters 7 and 9, function spaces (Hilbert and Banach) are
used in Chapter 8 (also see Chapter 5), and abstract algebra is seen in several of
these chapters, especially Chapter 9.

Chapter 1 by Diederich and Mallahi-Karai discusses probabilistic models of
decision-making. Such models are developed using the mathematics of stochas-
tic processes, and the chapter provides a very complete coverage of a variety of
stochastic processes that have been and are being used to model decision-making.
Many of the models discussed involve discrete-time and continuous-time Markov

ix
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processes; for example, discrete random walk models and continuous time diffu-
sion processes such as the Wiener process and the Ornstein—Uhlenbeck process.
The chapter shows how these diffusion processes can arise from limiting forms of
the discrete models. Both uni- and multidimensional versions of these processes
are formalized along with computational tools for dealing with them. In addition,
other properties of stochastic processes such as stopping times and martingales are
presented.

Chapter 2 by Jones takes up probabilistic models for binary decision-making,
which are also discussed extensively in Chapter 1. Central in both of these chapters
is the focus on probabilistic models that can account both for choice probabilities
and the time it takes to make a response. Jones’ chapter focuses on models that
assume that the decision to choose one of the items in a presented pair is based
on temporal accumulation of evidence samples. While the chapter discusses both
discrete and continuous random walk models, a major effort is made to represent
these models in terms of Bayesian inference theory. Particularly important is an
extension of earlier work (e.g., Jones & Dzhafarov, 2014) that analyzes the effect
of incorporating intertrial variability in the model parameters. This assumption is
the main way for diffusion models to predict observable differences in processing
times for correct and incorrect decisions. However, the models that employ inter-
trial variability have failed to provide a compelling rationale for their assumptions,
and without a principled specification such models can predict any pattern of data.
In other words, in the sense of falsifiability in Chapter 4, they cannot be rejected
on data.

Chapter 3 by Houpt, Townsend, and Jefferson concerns properties of models
for accounting for the time to complete a task consisting of multiple subcom-
ponents, each of which must be processed to completion for the task itself to
complete. Viewed generally, there are two general modeling schemes for such
problems — serial processing and parallel processing of the components — and
often models of both kinds can account for the same data (e.g., Townsend, 1972).
The chapter provides a formal specification of serial and parallel models for such
tasks cast in traditional Kolmogorov probability theory and the associated area of
stochastic processes. These formalisms are presented along with the concept of
filtration in stochastic processes. A key to the work discussed in the chapter is the
way that selective influence is incorporated to compare models, namely where an
environmental variable can selectively affect specific subprocesses in the task.

Chapter 4 by Doignon, Heller, and Stefanutti takes up important statistical issues
concerning the scientific evaluation of parametric cognitive models for behavioral
data. Such models have statistical parameters, and one important issue is whether
a model is identified in the sense that different settings of the parameters neces-
sarily generate different probability distributions of the observable data. Identified
models allow unique measurement of their cognitive parameters based on observed
data, and such models can be used to pinpoint the processes that are behind per-
formance differences between participant groups. A related statistical issue is the
question of whether a model is falsifiable (testable), that is, if it is possible, in
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principle, to observe data that a model cannot account for. Important work by
Bamber and van Santen (2000) provided the formal definitions along with some
mathematical tools to investigate these issues, and Chapter 4 greatly expands on
these mathematical tools including the presentation of polytopes in multidimen-
sional Euclidean space. The new tools are illustrated by their application to models
from knowledge space theory (e.g., see Chapter 5 in the first volume; Doignon and
Falmagne, 1999; or Falmagne and Doignon, 2011).

Chapter 5 by Busemeyer and Kvam provides mathematical tools and examples
related to the probabilistic modeling of cognitive phenomena using formalisms
from quantum theory. The past decade or so has seen an increasing use of princi-
ples from quantum theory in the specification of cognitive models. Busemeyer and
co-workers have been major developers of this approach (e.g., Busemeyer, Wang,
& Townsend, 2006). In order to explicate the formalisms of quantum probability,
the authors present the necessary axioms of Hilbert spaces, leading up to linear
operators, basis vectors, and tensor product spaces. Given this background, the
quantum probability axioms are presented and contrasted with the classical prob-
ability theory. Then several examples are presented where cognitive models based
on quantum formalisms provide successful explanations for cognitive phenomena
that seem difficult to explain by more traditional cognitive models.

Chapter 6 by Ashby is about computational cognitive neuroscience (CCN). This
area did not exist in the early days of mathematical psychology; however, since
the 1990s recent advances in cognitive neuroscience have made this area attractive
to modelers. Ashby was one of the first mathematical psychologists to embrace
CCN models (e.g., Ashby et al., 1998), and later he contributed to a mathematical
understanding of fMRI data (e.g., Ashby, 2011). The chapter clearly shows how
supplementing the usual behavioral data, e.g., response choices, response times,
and confidence ratings, with detailed neurobiological data can greatly restrict a
modeler’s choices and consequently increase the scientific validity of a model. The
chapter focuses on some important and well-developed models in neuroscience
concerning such problems as single spiking neurons, models for firing rates, and
models for learning such as Hebbian and reinforcement learning algorithms.

Chapter 7 by Saari concerns a problem in the area of decision-making, namely
finding formal rules for aggregating the choices of a group of agents (voters,
attributes, data sources) to generate a choice that best and most “fairly” represents
the group. The problems raised in the chapter go back to the seminal work of Ken-
neth Arrow (e.g., 1951), where it was shown that seemingly reasonable axioms
for aggregating voters’ rank orders of options could not in general be satisfied.
Following Arrow’s work, a number of paradoxical examples have been given that
appear to challenge the possibility of formalizing any satisfactory rule for fairly
aggregating agents’ choices. Saari has become a leading theorist in this area by
laying bare the exact mathematical reasons behind the paradoxes in voting theory,
(e.g., Saari, 1995) and this chapter focuses on new aggregation rules that involve
derived or stated paired comparison choices. Unlike other chapters that develop
probabilistic models of decision-making, Saari’s chapter mostly uses algebraic and
geometric methods to develop its results.
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Chapter 8 by Zhang and Zhang discusses the problem of classification (catego-
rization) at an advanced mathematical level involving Hilbert spaces and Banach
spaces. The problem of classification is to induce a classifier from a finite set of
classified instances (exemplars) that will perform well for other new instances.
This is clearly an ill-posed problem because there are always an unlimited number
of schemes that can perfectly classify a given finite set of exemplars. Many cog-
nitive models have been developed to delineate classifiers that can predict data in
categorization experiments. In the area of statistical machine learning, a number of
approaches have been developed which are quite separate from the cognitive mod-
eling work. A major approach in machine learning assumes that possible classifiers
are elements in a Hilbert function space. The chapter develops related systems of
classifiers by dropping the Hilbert space requirement of an inner product, and this
leads the authors to develop related properties in a suitable Banach space. The rel-
evant mathematics of these spaces along with the needed formalism to address the
classification problem are presented in detail. Of special interest is that the stan-
dard cognitive models are also discussed, and their connection to specific versions
of the machine learning models is explicated.

Chapter 9 by Falmagne, Narens, and Doble provides the latest foundational
work on the concept of meaningfulness. Meaningfulness is an important subtopic
of foundations of measurement (abstract measurement theory), and this area has
been a major topic in mathematical psychology since its beginnings in the 1950s,
(e.g. Krantz et al., 1971; Narens, 1985; and Suppes & Zinnes, 1963). Meaningful-
ness concerns the logical status of propositions and lawful relationships involving
measured quantities under permissible scale transformations of the quantities.
Meaningfulness was first introduced in the context of psychophysics in a semi-
nal article by Stevens (1946), and formal interest in meaningfulness was greatly
stimulated by the article by Luce (1959), where he proposed that the measurement
scales of variables in a psychophysical law placed formal restrictions on what
functional forms (logarithmic, power function, etc.) are possible. Since Luce’s
article, the meaningfulness problem has been analyzed primarily by utilizing the
concept of homomorphisms in abstract algebra and relating meaningfulness to
dimensional analysis in physics and Klein’s (1872) Erlanger program in geome-
try. The measure-theoretic concept of meaningfulness has been criticized by some
authors (e.g., Guttman, 1971; Michell, 1986), especially in relation to dimensional
analysis and the nature of dimensional constants in physics (Dzhafarov, 1995) The
primary value of Chapter 9 for this volume, however, is in the mathematical themes
it cogently introduces, and this value does not depend on possible views of the
scientific status of its central concepts.
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