<table>
<thead>
<tr>
<th>Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
</tr>
<tr>
<td>(\binom{n}{k}) (binomial coefficient), 33, 53, 146</td>
</tr>
<tr>
<td>(\lceil x \rceil) (ceiling), 134</td>
</tr>
<tr>
<td>(\lor) (disjunction), 542</td>
</tr>
<tr>
<td>(n!) (factorial), 115, 293, 443, 519</td>
</tr>
<tr>
<td>(d^e) (ceiling), 134</td>
</tr>
<tr>
<td>(_\lor) (disjunction), 542</td>
</tr>
<tr>
<td>(</td>
</tr>
<tr>
<td>(= ) vs. (:=), 7</td>
</tr>
<tr>
<td>1 (-) , 486</td>
</tr>
<tr>
<td>2-OPT algorithm, 500–501</td>
</tr>
<tr>
<td>2-change, 499</td>
</tr>
<tr>
<td>implementation, 517, 518, 649</td>
</tr>
<tr>
<td>improving 2-change, 499</td>
</tr>
<tr>
<td>is interruptible, 501</td>
</tr>
<tr>
<td>pseudocode, 500</td>
</tr>
<tr>
<td>running time, 501</td>
</tr>
<tr>
<td>solution quality, 501</td>
</tr>
<tr>
<td>vs. 3-OPT, 506, 509</td>
</tr>
<tr>
<td>2-SAT, 197, 548</td>
</tr>
<tr>
<td>2-change, see 2-OPT algorithm</td>
</tr>
<tr>
<td>2-SUM, 260–262, 289</td>
</tr>
<tr>
<td>3-SAT</td>
</tr>
<tr>
<td>and the Exponential Time Hypothesis, 587</td>
</tr>
<tr>
<td>is NP-complete, see Cook-Levin theorem, stronger version</td>
</tr>
<tr>
<td>is NP-hard, see Cook-Levin theorem</td>
</tr>
<tr>
<td>padded, 595</td>
</tr>
<tr>
<td>problem definition, 553</td>
</tr>
<tr>
<td>reduces to directed Hamiltonian path, 563–567</td>
</tr>
<tr>
<td>reduces to graph coloring, 576, 653</td>
</tr>
<tr>
<td>reduces to independent set, 559–562</td>
</tr>
<tr>
<td>reduction from an arbitrary (NP) problem, 582–584</td>
</tr>
<tr>
<td>Schöning’s algorithm, 548–550, 652</td>
</tr>
<tr>
<td>3-SUM, 287</td>
</tr>
<tr>
<td>63.2%, 486</td>
</tr>
<tr>
<td>(A^*) search, 212–213, 263</td>
</tr>
<tr>
<td>Aaronson, Scott, 586</td>
</tr>
<tr>
<td>Aarts, Emile, 508</td>
</tr>
<tr>
<td>abstract data type, 214</td>
</tr>
<tr>
<td>Ackermann function, 350</td>
</tr>
<tr>
<td>acknowledgments, xvi</td>
</tr>
<tr>
<td>ACM, 39</td>
</tr>
</tbody>
</table>

adjacency lists, 147–148 |
| in graph search, 161 |
| input size, 150 |
| vs. adjacency matrix, 149 |
| adjacency matrix, 148–149 |
| applications, 149 |
| input size, 150 |
| sparse representation, 150 |
| vs. adjacency lists, 149 |
| Adleman, Leonard, 132 |
| Aho, Alfred V., 5 |
| Albertini, Ange, 543 |
| algorithm, 2 |
| anytime, 501 |
| approximation, 456, 474 |
| constant-time, 28 |
| design paradigms, 46 |
| exponential-time, 449 |
| fast, 23, 445 |
| fixed-parameter, 534, 588 |
| heuristic, 456 |
| linear-time, 23 |
| mind-blowing, 45 |
| online, 477 |
| polynomial-time, 448 |
| pseudopolynomial-time, 570 |
| quadratic-time, 28 |
| quantum, 452 |
| randomized, 452 |
| subexponential-time, 453 |
| algorithm design paradigm, 291 |
| divide-and-conquer, see divide-and-conquer algorithms |
| dynamic programming, see dynamic programming |
| greedy algorithms, see greedy algorithms |
| local search, see local search |
| algorithm field guide, 630–631 |
| algorithmic game theory, 596 |
| all-pairs shortest path problem, see shortest paths, all-pairs |
| Alon, Noga, 527 |
| alphabet, see code, alphabet |
| among friends, 11, 14, 72, 299, 340, 403 |
| Applegate, David L., 445 |
| applications, 2 |
approximation algorithm, 456, 474
approximation ratio, 474
as an insurance policy, 475
Aquarius Records, 191
arc, see edge (of a graph), directed
argmax, 316
argmin, 316
asymptotic analysis, 22
asymptotic notation, 27–42
as a sweet spot, 27
big-O notation, see big-O notation
big-O vs. big-theta notation, 38
big-omega notation, 37
big-theta notation, 38
history, 39
in seven words, 27
little-o notation, 39
auction, see FCC Incentive Auction
Augmented-BFS, 164
average-case analysis, 20
backtracking, 536
Backurs, Arturs, 589
Bacon number, 153, 164
Bacon, Kevin, 154
base case (induction), 617
base case (recursion), 7
beam search, 508, see also local search
Bellman, Richard E., 380, 418, 524
Bellman-Ford algorithm, 418–429
and Internet routing, 427
correctness, 423–424
equivalent example, 424–426
optimal substructure, 420–421
pseudocode, 423
reconstruction, 427
recurrence, 422
running time, 426–429
space usage, 427
stopping criterion, 422
subproblems, 419–420
Bellman-Held-Karp algorithm (for the TSP), 519–525
correctness, 524
equivalent example, 545, 649
implementation, 550
memory requirements, 522, 547
optimal substructure, 521–522, 524–525
pseudocode, 524
reconstruction, 524, 547
recurrence, 522
running time, 524
subproblems, 523
variations, 546
Bellman-Ford algorithm, see breadth-first search
BFS, 160
Biere, Armin, 543
big-O notation, 33–35
as a game, 34
English definition, 33
high-level idea, 28
in an exponent, 581
mathematical definition, 34
pictorial definition, 33
big-omega notation, 37
big-picture analysis, 21
big-theta notation, 38
binary search, 75, 238, 242
binary search tree, see search tree
bipartite graph, 196, 548
birthday paradox, 265, 272–273, 628
bit, 113, 306
Bixby, Robert E., 445
blazingly fast, xiii, xiv, 23, 65, 90, 91, 97, 153, 474, 607
bloom filter
\textsc{insert}, 277, 279
\textsc{lookup}, 277, 280
applications, 278–279
has false positives, 277, 280
has no false negatives, 280
heuristic analysis, 282–285
heuristic assumptions, 282
in network routers, 279
operation running times, 278
raison d’être, 277
scorecard, 278
space-accuracy trade-off, 278, 281, 285, 287
supported operations, 277
vs. hash tables, 277–278
when to use, 278
Bloom, Burton H., 277
Blum, Manuel, 132
Boole, 542
Borodin, Allan, 291
bow tie, see Web graph
branch and bound, 536, see also MIP solvers
breadth-first search, 157–163, 330, 349
and bipartite graphs, 196
correctness, 163
equivalent example, 161–162
for computing connected components, 166–168
for computing shortest paths, 164–165
layers, 159, 165
pseudocode, 160
running time analysis, 163
Broder, Andrei, 191
broken clock, 204
brute-force search, see exhaustive search
BubbleSort, 11, 112, 640
BucketSort, 113
<table>
<thead>
<tr>
<th>Index</th>
<th>657</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bursztein, Elie, 543</td>
<td></td>
</tr>
<tr>
<td>C++, 238, 240</td>
<td></td>
</tr>
<tr>
<td>cache, 373</td>
<td></td>
</tr>
<tr>
<td>can we do better?, 5, 209, 306, 335, 444, 451, 477, 576, 577, 589</td>
<td></td>
</tr>
<tr>
<td>cascade model, 490</td>
<td></td>
</tr>
<tr>
<td>Cayley’s formula, 330</td>
<td></td>
</tr>
<tr>
<td>cf., 83</td>
<td></td>
</tr>
<tr>
<td>Chen, Ke, 635</td>
<td></td>
</tr>
<tr>
<td>chess, 262</td>
<td></td>
</tr>
<tr>
<td><code>ChoosePivot</code></td>
<td></td>
</tr>
<tr>
<td>median-of-three implementation, 118</td>
<td></td>
</tr>
<tr>
<td>naive implementation, 98, 100</td>
<td></td>
</tr>
<tr>
<td>overkill implementation, 99, 101</td>
<td></td>
</tr>
<tr>
<td>randomized implementation, 102</td>
<td></td>
</tr>
<tr>
<td>Chvátal, Vašek, 445</td>
<td></td>
</tr>
<tr>
<td>clause, 542, see also constraint</td>
<td></td>
</tr>
<tr>
<td>Clay Mathematics Institute, 586</td>
<td></td>
</tr>
<tr>
<td>clique problem is NP-hard, 575, 652</td>
<td></td>
</tr>
<tr>
<td>reduction from independent set, 575, 652</td>
<td></td>
</tr>
<tr>
<td>closest pair correctness, 65–67</td>
<td></td>
</tr>
<tr>
<td>exhaustive search, 59</td>
<td></td>
</tr>
<tr>
<td>one-dimensional case, 60</td>
<td></td>
</tr>
<tr>
<td>problem definition, 59</td>
<td></td>
</tr>
<tr>
<td>pseudocode, 60, 62</td>
<td></td>
</tr>
<tr>
<td>running time, 62</td>
<td></td>
</tr>
<tr>
<td>clustering, 167, 358–361</td>
<td></td>
</tr>
<tr>
<td>k-means, 360</td>
<td></td>
</tr>
<tr>
<td>and Kruskal’s algorithm, 361</td>
<td></td>
</tr>
<tr>
<td>choosing the number of clusters, 359</td>
<td></td>
</tr>
<tr>
<td>greedy criterion, 360</td>
<td></td>
</tr>
<tr>
<td>informal goal, 359</td>
<td></td>
</tr>
<tr>
<td>similarity function, 359</td>
<td></td>
</tr>
<tr>
<td>single-link, 361</td>
<td></td>
</tr>
<tr>
<td>Cobham, Alan, 449</td>
<td></td>
</tr>
<tr>
<td>cocktail party, xv, 215, 272, 447</td>
<td></td>
</tr>
<tr>
<td>code</td>
<td></td>
</tr>
<tr>
<td><code>Σ</code>-tree, 312</td>
<td></td>
</tr>
<tr>
<td>alphabet, 306</td>
<td></td>
</tr>
<tr>
<td>as a tree, 309–312</td>
<td></td>
</tr>
<tr>
<td>average leaf depth, 312</td>
<td></td>
</tr>
<tr>
<td>average encoding length, 308</td>
<td></td>
</tr>
<tr>
<td>binary, 306</td>
<td></td>
</tr>
<tr>
<td>encodings as root-leaf paths, 311</td>
<td></td>
</tr>
<tr>
<td>fixed-length, 306</td>
<td></td>
</tr>
<tr>
<td>Huffman, see Huffman’s algorithm</td>
<td></td>
</tr>
<tr>
<td>optimal prefix-free, 308, 313</td>
<td></td>
</tr>
<tr>
<td>prefix-free, 307, 312</td>
<td></td>
</tr>
<tr>
<td>symbol frequencies, 308, 309</td>
<td></td>
</tr>
<tr>
<td>ternary, 327</td>
<td></td>
</tr>
<tr>
<td>variable-length, 306</td>
<td></td>
</tr>
<tr>
<td>coin flipping, 127, 275</td>
<td></td>
</tr>
<tr>
<td>collaborative filtering, 47</td>
<td></td>
</tr>
<tr>
<td>compression, 306</td>
<td></td>
</tr>
<tr>
<td>compromising from day one, 578</td>
<td></td>
</tr>
<tr>
<td>on correctness, 454–456, 471–518</td>
<td></td>
</tr>
<tr>
<td>on generality, 454–455, 470, 548</td>
<td></td>
</tr>
<tr>
<td>on speed, 454, 456–457, 519–550</td>
<td></td>
</tr>
<tr>
<td>computational complexity theory, 577–593</td>
<td></td>
</tr>
<tr>
<td>fine-grained, 589</td>
<td></td>
</tr>
<tr>
<td>computational genomics, 445, 525, see also sequence alignment</td>
<td></td>
</tr>
<tr>
<td>computational geometry, 59</td>
<td></td>
</tr>
<tr>
<td>computational lens, 3</td>
<td></td>
</tr>
<tr>
<td>computationally intractable, see NP-hardness</td>
<td></td>
</tr>
<tr>
<td>conflict-driven clause learning, 536, see also SATsolvers</td>
<td></td>
</tr>
<tr>
<td>connected components applications, 167–168</td>
<td></td>
</tr>
<tr>
<td>definition, 166</td>
<td></td>
</tr>
<tr>
<td>example, 168</td>
<td></td>
</tr>
<tr>
<td>in directed graphs, see strongly connected components</td>
<td></td>
</tr>
<tr>
<td>linear-time computation, 168–170</td>
<td></td>
</tr>
<tr>
<td>number of, 170</td>
<td></td>
</tr>
<tr>
<td>constant, 35, 74</td>
<td></td>
</tr>
<tr>
<td>reverse engineering, 36, 137</td>
<td></td>
</tr>
<tr>
<td>constant factors, 21, 28</td>
<td></td>
</tr>
<tr>
<td>constraint in mixed integer programming, 538</td>
<td></td>
</tr>
<tr>
<td>in satisfiability, 542</td>
<td></td>
</tr>
<tr>
<td>Cook reduction, 578</td>
<td></td>
</tr>
<tr>
<td>Cook, Stephen A., 553, 578</td>
<td></td>
</tr>
<tr>
<td>Cook, William J., 445</td>
<td></td>
</tr>
<tr>
<td>Cook-Levin theorem, 553–554</td>
<td></td>
</tr>
<tr>
<td>50th anniversary, 553</td>
<td></td>
</tr>
<tr>
<td>formal statement, 582</td>
<td></td>
</tr>
<tr>
<td>history, 553</td>
<td></td>
</tr>
<tr>
<td>proof sketch, 582–584</td>
<td></td>
</tr>
<tr>
<td>stronger version, 592</td>
<td></td>
</tr>
<tr>
<td>Cormen, Thomas H., 252</td>
<td></td>
</tr>
<tr>
<td>Corméjols, Gérard P., 484</td>
<td></td>
</tr>
</tbody>
</table>
corollary, 15
counting inversions
correctness, 49, 52
exhaustive search, 47
implementation, 70
problem definition, 46
pseudocode, 48, 49
running time, 52
split inversions, 51
CountingSort, 113
stable implementation, 113
Coursera, xvi
coverage, 481, see also maximum coverage
is submodular, 515
CPLEX, see MIP solvers
Crosby, Scott A., 270
cryptography, 276
culturally acceptable inaccuracies, 466
cut (of a graph), 364
Cut Property, see minimum spanning tree, Cut Property
cycle (of a graph), 329
negative, 417
Cycle Property, see minimum spanning tree, Cycle Property
cycle-free shortest paths
as an optimization problem, 579
is NP-hard, 462, 555
problem definition, 462
reduction from directed Hamiltonian path, 463
Cygan, Marek, 534
DAG, see directed acyclic graph
Dasgupta, Sanjoy, 73
data structure
bloom filter, see bloom filter
defi deployment, 630
disjoint-set, see union-find
expertise levels, 215
hash table, see hash table
heap, see heap, see heap
principle of parsimony, 215
queue, 160, 214, 319
raison d'être, 214
scorecards, see scorecards
search tree, see search tree
stack, 172, 214
union-find, see union-find
vs. abstract data type, 214
de-duplication, 26, 260
decision problem, 579
decomposition blueprint, 106, 127, 274
degree (of a vertex in a graph), 151, 421
depth (of a node in a tree), 311
depth-first search, 158, 170–174, 330, 349
correctness, 173
dictum, 413
Dijkstra, 202
Dijkstra's shortest-path algorithm
and A∗ search, 212–213, 263
as a greedy algorithm, 292
correctness, 206–208, 299
Dijkstra score, 203
example, 204
for computing minimum bottleneck paths, 212, 236
for computing connected components, 174
for computing strongly connected components, 183
for topological sorting, 177–180
iterative implementation, 172
recursive implementation, 173
running time analysis, 174
derandomization, 453
descending clock auction, see FCC Incentive Auction
design patterns, xiv
DFS, see depth-first search
DFS (Iterative Version), 172
DFS (Recursive Version), 173
DFS–SCC, 187
DFS–Topo, 178
diameter (of a graph), 194, 595
dictionary, see hash table
diff, 413
Dijkstra, Edsger W., 198, 331
directed acyclic graph, 176
directly related, 176
discussion forum, xvi
disjunction (of literals), 542
dist, see shortest paths, distance
distance, see shortest paths, distance
divide-and-conquer, 9, 10, 45–46, 291–292, 630
for closest pair, 60
for counting inversions, 48
for matrix multiplication, 55
for sorting, 45
proofs of correctness, 93
## Index


©2022, Soundlikeyourself Publishing, LLC
reverse auction, 598
side constraints, 605
station-specific multipliers, 601–602
feasible solution
in local search, 505
to an \( \mathcal{A}/P \) problem, 579
Federer, Roger, 132, 610
Feige, Uriel, 487
Fermat’s Last Theorem, 586
Fibonacci numbers, 389
field guide (to algorithm design), 630–631
Firth, Colin, 154
Fisher, Marshall L., 484
Floyd, Robert W., 132, 430
Floyd-Warshall algorithm, 430–437
detecting a negative cycle, 436–437
optimal substructure, 432–434
pseudocode, 434
recurrence, 434
running time, 436
space usage, 436
subproblems, 430–432
Fomin, Fedor V., 534
for-free primitive, 23, 103, 155, 630
Ford Jr., Lester R., 418
forest (of trees), 315
Fortnow, Lance, 586
Four Color Theorem, 541
Fourier matrix, 69
Fourier, Marshall L., 484
fixed-parameter algorithm, 534, 588
Floyd, Robert W., 132, 430
Floyd-Warshall algorithm, 430–437
detecting a negative cycle, 436–437
optimal substructure, 432–434
pseudocode, 434
recognition, 437
recurrence, 434
running time, 436
space usage, 436
subproblems, 430–432
Garey, Michael R., 557, 593
Gauss’s trick, 8, 56
Gauss, Carl Friedrich, 8
GenericSearch, 155
genetic algorithms, 508, see also local search
geometric series, 84–85, 128, 489
Git, 413
golden ratio, 389
good vs. evil, 82
Google, 3, 149
googol, 28, 262, 569, 576
Gosper’s hack, 524
gradient descent, 504
greatest hits, xv
Graham’s algorithm, 473
approximate correctness, 474–477
bad example, 474, 479
intuition, 475
running time, 474, 514, 648
with small jobs, 511, 647
Graham, Ronald L., 473
©2022, Soundlikeyourself Publishing, LLC
for knapsack, 512, 648
for makespan minimization, 473, 477
for maximum coverage, 484
for optimal prefix-free codes, see Huffman’s algorithm
for scheduling, 295–298
for set cover, 511, 647
for submodular function maximization, 514
for vertex cover, 513, 648
for weighted independent set, 600–602, 616, 654
in the FCC Incentive Auction, 600–604
informal definition, 291, 473
Kruskal’s algorithm, see Kruskal’s algorithm
Prim’s algorithm, see Prim’s algorithm
proof of correctness, 299
themes, 292
usually not correct, 292, 369
GreedyRatio, see scheduling, GreedyRatio
guess-and-check method, 137
guiding principles, 20–23
Gurobi Optimizer, see MIP solvers
Gusfield, Dan, 540
Huffner, Falk, 535
Hadamard matrix, 69
hall of fame, 90, 346
halting problem, 453, 578
Hamiltonian path (directed)
equivalent to undirected Hamiltonian path, 576, 652
example, 463
is NP-hard, 563
problem definition (decision), 462
problem definition (search), 562
reduces to cycle-free shortest paths, 463
reduction from 3-SAT, 563–567
search vs. decision, 562, 575, 652
Hamiltonian path (undirected)
equivalent to directed Hamiltonian path, 576, 652
is NP-hard, 568
problem definition, 567
reduces to the TSP, 568–569
Hamm, Jon, 154
Hart, Peter E., 212
hash function
and the birthday paradox, 266
bad, 269
collision, 265
collisions are inevitable, 265, 270
cryptographic, 276, 543
definition, 264
desiderata, 271
don’t design your own, 276
example, 271–272
good, 271
how to choose, 276
kryptotie, 270
multiple, 269, 279
pathological data set, 270
perfect, 289, 640
random, 271, 282
state-of-the-art, 276
universal, 270, 288, 640
hash map, see hash table
hash table
DELETE, 258, 267
INSERT, 258, 267, 268
LOOKUP, 258, 267, 268
OUTPUTUNSORTED, 287
advice, 273
applications, 259–263
as an array, 257, 264
bucket, 266
collision-resolution strategies, 276
for de-duplication, 260
for searching a huge state space, 262
for the 2-SUM problem, 260–262
hash function, see hash function
heuristic analysis, 274
in compilers, 259
in network routers, 259
in security applications, 270
iteration, 260, 287
load, 274
load vs. performance, 275
non-pathological data set, 270
operation running times, 259
performance of chaining, 267, 274
performance of open addressing, 269, 274–275
probe sequence, 267
raison d’être, 257
resizing to manage load, 275–276
scorecard, 259, 264, 275
space usage, 258
supported operations, 258
two-level, 640
vs. arrays, 263
vs. bloom filters, 277
vs. linked lists, 263
when to use, 259
with chaining, 266–267, 276
with double hashing, 268–269, 275
with linear probing, 268, 275, 276
with open addressing, 267–269, 276
head (of an edge), 143
heap (data structure)
DECREASEKEY, 225, 339
DELETE, 217, 236, 336
EXTRACTMAX, 217
©2022, Soundlikeyourself Publishing, LLC
EXTRACTMIN, 216, 232, 336
FINDMIN, 217
HEAPIFY, 217, 236, 638
INSERT, 216, 229, 336
applications, 218–222
as a tree, 226
as an array, 228
bubble/heapiify/sift (up or down), 231, 234, 236
for an event manager, 220
for median maintenance, 220, 256
for sorting, 219
for speeding up Dijkstra’s algorithm, 222–226
for speeding up Prim’s algorithm, 336–339
heap property, 227
in Graham’s algorithm, 474, 514, 648
in Huffman’s algorithm, 319
in the LPT algorithm, 477
keys, 216
operation running times, 217, 336
parent-child formulas, 228
raison d’être, 216, 336
scorecard, 217
supported operations, 216–217
vs. search trees, 240–242
when to use, 217
heap (memory), 216
HeapSort, 219–220
Held, Michael, 524
Heule, Marijn, 543
heuristic algorithm, 293, 456, 631
dynamic programming, 515
greedy, 471–496, 600–604
local search, see local search
hill climbing, see local search
hints, xvi, 632–654
Hoare, Tony, 92
Hopcroft, John E., 5, 132
Huffman’s algorithm, 313–316
Σ-tree, 312
average leaf depth, 312, 322
examples, 316–319
for ternary codes, 327
greedy criterion, 315
implemented with a heap, 319
implemented with two queues, 319, 327, 641
obtaining symbol frequencies, 309
proof of correctness, 320–325
pseudocode, 316
running time, 319
Huffman, David A., 313
i.e., 48
Impagliazzo, Russell, 588
in-place algorithm, 90
independence (in probability), 282, 625
independent set (of a graph), 366, 455
independent set problem, 558
is NP-hard, 558
reduces to clique, 575, 652
reduces to subset sum, 570–573
reduces to vertex cover, 575, 652
reduction from 3-SAT, 559–562
weighted, see weighted independent set
induction, see proofs, by induction
in greedy algorithms, 299
inductive hypothesis, 618
inductive step, 617
Indyk, Piotr, 589
influence, 492
is a weighted average of coverage functions, 494
is submodular, 515
influence maximization, 490–496
and LPT, 584
approximate correctness of greedy algorithm, 493–496
cascade model, 490
generalizes maximum coverage, 492, 514, 648
greedy algorithm, 493
tuition, 494
is NP-hard, 492, 555
problem definition, 492
running time of greedy algorithm, 493, 496
InsertionSort, 11, 21, 112
integer multiplication, 4–9, 71–73
grade-school algorithm, 4
Karatsuba’s algorithm, 9
simple recursive algorithm, 7
integer programming, see mixed integer programming
interview questions, xv
intractable, see NP-hardness
invariant, 94
inversion, 46
left vs. right vs. split, 48
IQ points, 3
Jarník’s algorithm, see Prim’s algorithm
Jarník, Vojtěch, 331
Java, 240, 272, 327
job, see scheduling
Johnson’s algorithm, 437
Johnson, David S., 557, 593
k-coloring, 541
k-SAT, 548
and the SETH, 588
Schöning’s algorithm, 548–550
Karatsuba, 9
implementation, 26
recurrence, 72
Index

running time, 76
Karatsuba multiplication, 6–9
in Python, 77
Karatsuba, Anatoly, 6
Karp reduction, 590, see also Levin reduction
Karp, Richard M., 524, 553
Karpman, Pierre, 543
Kempe, David, 492
KenKen, 452, 580
vs. Sudoku, 112
key, 216
key-value pair, 11
Kleinberg, Jon, 45, 192, 392, 492
knapsack problem, 213, 380–387
applications, 382
as a mixed integer program, 538, 540
correctness, 385
definition, 381, 455
dynamic programming algorithm, 384, 455, 469, 515, 649
example, 385–386
generizations, 391
greedy algorithm, 512, 648
is NP-hard, 575, 652
is pseudopolynomial-time solvable, 455, 570
measuring input size, 455
optimal substructure, 382
reconstruction, 386–387
reduction, 383
reduction from subset sum, 575, 652
running time, 385
subproblems, 384
two-dimensional, 539
Knuth Prize, 553
Knuth, Donald E., 39, 275, 410, 543, 593
Kosaraju, 187
Kosaraju’s algorithm
correctness, 189
example, 188
from 30,000 feet, 183
implementation, 187, 197
pseudocode, 187
running time analysis, 189
why the reversed graph?, 184–186
Kosaraju, S. Rao, 183
Kowalik, Michal, 534
Kruskal’s algorithm
achieves the minimum bottleneck property, 358
and clustering, 361
cycle-checking, 349, 351
example, 346
in reverse, 363
outputs a spanning tree, 357
proof of correctness, 357–358, 364
pseudocode (straightforward), 347
pseudocode (union-find-based), 351
reasons to care, 346
running time (straightforward), 348–349
running time (union-find-based), 349
stopping early, 348
vs. Prim’s algorithm, 346
Kruskal, Joseph B., 346
Kumar, Ravi, 191
Ladner’s theorem, 595
Lehman, Eric, 617
Leighton, F. Thomson, 617
Leiserson, Charles E., 252
lemma, 15
length
of a path, 198
of an edge, 198, 415
Lenstra, Jan Karel, 508
Levin reduction, 590–591
spreads NP-completeness, 592
transitivity of, 594, 653
Levin, Leonid, 553
Leyton-Brown, Kevin, 596
Lin, Shen, 593
Lin-Kernighan heuristic, 508, see also local search
linear programming, 539
linear signaling pathways (in a PPI network), 525
linear-time algorithm, 23
linearity of expectation, 274, 625
doesn’t need independence, 108, 625
Linux kernel, 240
literary (in satisfiability), 542
little-o notation, 39
ln, 75
local search, 497–510
2-OPT algorithm, see 2-OPT algorithm
and gradient descent, 504
as a walk in a graph, 504
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intuition, 487
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bottleneck, 341

cycle-free, 329

panchromatic, 528

path graph, 368

pathological data set, 270

Paturi, Ramamohan, 588

paying the piper, 224, 251, 339

pep talk, 33, 366

Perelman, Grigori, 586

PET, 593

Pigeonhole Principle, 265, 270, 418

Pilipczuk, Marcin, 534

Pilipczuk, Michał, 534

pivot element, 91

planning (as graph search), 154

pointer, 147

polynomial vs. exponential time, 449

polynomial-time algorithm, 448

polynomial-time solvability, 450

and reductions, 460

Pratt, Vaughan, 132

prefix-free code, see code, prefix-free
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  recurrence, 71, 371
  standard, 73
recursion, 7
  recursion tree, 16, 80
reduction, 121, 201, 204, 458, 551, 630
  Cook, 578
  examples, 458
  gone awry, 562
  in the wrong direction, 465, 554
  Karp, 590
  Levin, 590–591
  many-to-one, 590
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RSP (rate of subproblem proliferation), see master method, meaning of the three cases
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RWS (rate of work shrinkage), see master method, meaning of the three cases
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3-SAT, see 3-SAT
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as a mixed integer program, 548, 652
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is NP-hard, 555
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search tree
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supported operations, 239
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DSelect, see DSelect
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reduces to sorting, 121
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separate chaining, see hash table, with chaining
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and the SETH, 589
applications, 392
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running time, 398
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Bellman-Ford algorithm, see Bellman-Ford algorithm, 462
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cycle-free, see cycle-free shortest paths
Dijkstra’s algorithm, see Dijkstra’s shortest-path algorithm
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single-source, 198, 415, 459, 461
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single-source shortest path problem, see shortest paths, single-source
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solutions, xvi, 632–654
solver, 536, see also magic box
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scorecard, 238
supported operations, 237
unsupported operations, 239
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sorting, 458
HeapSort, see HeapSort
MergeSort, see MergeSort
MergeSort vs. QuickSort, 90
QuickSort, see QuickSort
applications, 11, 26
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by key, 11
comparison-based, 112
in linear time, 320
in place, 90
in Unix, 112
lower bound, 112, 114–115
non-comparison-based, 113
problem definition, 11, 218
randomized, 102, 114
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component fusion, 342
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and Schöning’s algorithm, 550, 588
and sequence alignment, 589
definition, 588
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strongly connected components
and the 2-SAT problem, 197
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giant, 191
in a reversed graph, 186, 189
linear-time computation, see Kosaraju’s algorithm
meta-graph of, 182
sink, 184
source, 185
topological ordering of, 182, 185
via depth-first search, 181, 183
submodular function maximization, 514–515, 649
greedy algorithm, 514
subsequence, 413
subset sum problem
is NP-hard, 570
is pseudopolynomial-time solvable, 570
partition special case, 576
problem definition, 569
reduces to knapsack, 575, 652
reduces to makespan minimization, 576, 653
reduction from independent set, 570–573
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Sudoku, 154, 212, 452, 580
vs. KenKen, 112
superteam, 132
tabu search, 508, see also local search
tail (of an edge), 143
Tardos, Eva, 132, 181, 638
task scheduling, 143, 174, 175
team-hiring, see maximum coverage
test cases, xvi
Tetris, 413
theorem, 15
Θ(f(n)), see big-theta notation
theta notation, see big-theta notation
three-step recipe, see NP-completeness, three-step recipe
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non-existence, 175
topological sorting, 174–180
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problem definition, 177
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in non-acyclic graphs, 181, 184
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running time analysis, 179
tour (of a graph), 443
transitive closure (of a binary relation), 429
traveling salesman problem
2-OPT algorithm, see 2-OPT algorithm
2-change, 499
3-OPT algorithm, 506
3-change, 506
applications, 445
as a mixed integer program, 547, 550, 651
Concorde solver, 548
conjectured intractability, 446
dynamic programming, see Bellman-Held-Karp algorithm (for the TSP)
ehaustive search, 444, 446, 470, 579
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is NP-hard, 497, 568
metric instances, 516–517, 576, 649
MST heuristic, 516, 649
nearest neighbor algorithm, 497, 501, 518
number of tours, 443, 446
on non-complete graphs, 443
optimal substructure, 521–522, 524–525
path version, 445, 469, 555
problem definition, 443
reduction from undirected Hamiltonian path, 568–569
search version, 575
tree instances, 470, 647
tree, 146
binary, 226
chain, 243
complete, 226
depth (of a node), 311
forest, 315
height, 240, 243
optimal binary search, see optimal binary search trees
root, 226
search, see search tree
TSP, see traveling salesman problem
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