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ancillary
affine, 233, 234
Efron–Hinkley, 234
likelihood, 244

autocorrelation function, see serial
correlogram

autoregression
of counts, 208
order determination, 417

Daniels–Durbin approximation, 419
optimal tests for, 417
saddlepoint approximation for, 418

serial correlogram, 398

Bartlett correction, 223
Bartlett–Box M test, 353
Bartlett–Nanda–Pillai trace, see distributions, multivariate

analysis
Bayesian posterior, saddlepoint approximation of

population mean
finite population, 125
infinite population, 124

Bayesian prediction, 506
cancer example, 510
intractable likelhood, 508
intractable predictand density, 507
kidney failure, 526
M/G/1 queue, 519
M/M/2/∞ queue, 542
reliability growth model, 511, 517
repairman model, 513
tractable likelihood, 507
unstable queue, 544
with importance sampling, 523

Behrens–Fisher problem, 234, 304
birth and death process, 454

random walk, see random walk
repairman model, 460

Bayesian prediction, 513
transmittance, busy period, 457
transmittance, first passage

recursive CGF, 459
recursive saddlepoint computations,

459
transmittance, first return

recursive CGF, 455
recursive saddlepoint computations, 456

block independence, test for, see distributions, multivariate
analysis

bootstrap, double
confidence bands for

first passage bootstrap distribution, 485
mean bootstrap distribution, 483
studentized mean bootstrap distribution, 484

confidence bands for single bootstrap, 483
inner resampling, 483

saddlepoint approximation for, 483, 485
bootstrap, saddlepoint approximation of

Dirichlet bootstrap, 94, 124
fist passage distribution

single destination, 477
mean, 93, 123, 475
ratio of means, 389
studentized mean, 476
t pivotal, 498

CGF, see cumulant generating function
common odds ratio, 193, 329
compound distributions, 437
conditional density function

saddlepoint approximation, 107, 108, 538
asymptotics, 111
canonical sufficient statistic, 162
normalization, 112
second-order correction, 112

conditional density functions, approximation to
bivariate exponential, 110
Dirichlet, 110

conditional distribution, continuous
saddlepoint approximation, 113, 538

asymptotics, 122
canonical sufficient statistic, 170
central limit connections, 126
derivation, 119
derivative, 123
location of singularity, 122
normalization, 130
saddlepoint geometry, 129
second-order correction, 122

single-saddlepoint approximation, 131
conditional distribution, discrete

saddlepoint approximation, 114, 539
canonical sufficient statistic, 170
first continuity correction, 114
second continuity correction, 114

conditional distributions, approximation to
continuous

beta, 115
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Index 561

Cauchy, 140
t distribution, 139, 163, 171

conditional distributions, approximation
to discrete

binomial, 115
hypergeometric, 115
Pólya, 118

conditional mass function
saddlepoint approximation, 107, 108

asymptotics, 111
canonical sufficient statistic, 162
normalization, 112
second-order correction, 112

conditional mass functions, approximation to
binomial, 109
hypergeometric, 110
multinomial, 110
Pólya, 110

conditionality resolution, 230, 238
from likelihood ancillaries, 244

confidence intervals
mid-p-value inversion, 188
p-value inversion, 187

covariance tests, see distributions, multivariate
analysis

cumulant generating function, 1

densities, approximation to
extreme value, 6
gamma, 4
Gumbel, 6
logistic, 65
noncentral beta, 73
noncentral chi-square, 32
normal, 4
normal-Laplace convolution, 4

densities, approximation to multivariate
bivariate exponential, 77
Dirichlet, 397
matrix beta, 365
matrix T , 409
multivariate F , 406
multivariate gamma, 77
multivariate logistic, 102
multivariate normal, 76
vector ratio of quadratic forms, 396
Wishart, 363

density function
saddlepoint approximation, 3

canonical sufficient statistic, 159
central limit connections, 60
derivation, 47
indirect Edgeworth expansion, as an, 157
normalization, 64
second-order correction, 49

density function, conditional, see conditional density function
density, multivariate

saddlepoint approximation, 76
derivation, 89
second-order correction, 90

Dirichlet bootstrap, see bootstrap
distribution, continuous

saddlepoint approximation, 12
canonical sufficent statistic, 165

central limit connections, 60
derivation, 51
derivative, 54
second-order correction, 53

distribution, discrete
δ-lattice saddlepoint approximations, 62

consistency, 63
first continuity-corrected, 63
second continuity-corrected, 63

saddlepoint approximation, 17
canonical sufficient statistic, 166
first continuity-corrected, 17
first continuity-corrected, left tail, 24
second continuity-corrected, 18
second continuity-corrected, left tail, 25

distributions, approximation to continuous
beta, 16
extreme value, 15
gamma, 13
Gumbel, 15
logarithmic series, 34
noncentral beta, 73
noncentral chi square, 32, 533
noncentral F , doubly, 377
noncentral t , doubly, 498
normal, 13
normal-Laplace convolution, 14
ratios of normal quadratic forms, 381

distributions, approximation to discrete
binomial, 20, 26
Borel-Tanner, 36
hypergeometric, 118
negative binomial, 21, 26
Neyman type A, 35
Poisson, 19, 25
Pólya, 118
sum of binomials, 22
uniform, 23

distributions, multivariate analysis
covariance tests

block independence, 348
equal covariances, test for, 353
equal variance, equal covariance, test for,

351
intraclass correlation, test for, 351
sphericity, 350

homogeneity of covariances and means,
369

matrix beta
Bartlett-Nanda-Pillai trace, 330, 344
Lawley-Hotelling trace test, 347
likelihood ratio test, 56
Roys’ test, 346
saddlepoint density, 365
Wilks’ test, 56, 342

power functions, 355
Bartlett-Box M test, 362
block independence, 360
Wilks’ test, 356

simultaneous sphericity, 369
Wishart matrix

generalized variance, 55
largest eigenvalue, 366
saddlepoint density, 363
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562 Index

double-saddlepoint approximation
density approximation, 107, 108

canonical sufficent statistic, 162
distribution approximation, 113, 114

canonical sufficent statistic, 170
mass function approximation, 107, 108

canonical sufficent statistic, 162
Durbin-Watson statistic, 94

Edgeworth expansion, 151
Edgeworth series, 153
Gram-Charlier series type A, 152
indirect, 156
Tchebycheff-Hermite polynomials, 151

empirical percentile, 390
empirical saddlepoint approximations, 500
empirical transmittance, 477
equivariance, see properties, saddlepoint approximation
Esscher tilting, see Edgeworth expansion, indirect
exponential family

canonical sufficent statistic
conditional saddlepoint density for, 162
conditional saddlepoint distribution for, 170
saddlepoint density for, 159
saddlepoint distribution for, 165

CGF, canonical suffcient statistic, 146
conditional families, 150
conditional power function, 206
conditional power function, attained, 195
curved families, 236

Behrens-Fisher problem, see Behrens-Fisher problem
bivariate normal correlation, 234, 240, 246, 272
curvature, 235
gamma exponential, 241, 246, 275
gamma hyperbola, 232, 236, 239, 245, 262, 271
maximum likelihood estimate, 232
p∗, see p∗

r∗, see r∗

factorization theorem, 147
Fisher information

expected, 149
observed, 149

full, 145
mean parameterization, 149
p∗, see p∗

power function, attained, 199
regular, 64, 145

canonical parameter, 145
canonical suffcient statistic, 145
maximum likelihood estimate, 148

tilted family, 156
uniformly most powerful (UMP) tests

attained power function, 176
power function approximation, 176

uniformly most powerful (UMP) unbiased tests
power function approximation, 176, 178

failure rate approximation, see hazard rate approximation
Fieller problem, 296
Finite population sampling

distribution of mean, saddlepoint approximation, 125
first passage distribution

CGF, single destination, 438
cofactor rule

CGF, first return, 446
multiple destinations, 452
single destination, 435
single destination, random start, 449

empirical cofactor rule
single destination, 477

transmittance, 435
flowgraph, 432

goodness of fit tests, 413

hazard rate approximation, 28
homogeneity of populations, tests for, see distributions,

multivariate analysis
hypergeometric function

matrix argument

1 F1, 356

2 F1, 361
scalar argument

1 F1, 325

2 F1, 327, 328

importance sampling, 101, 523
incomplete beta function, 50
incomplete gamma function, 50
indirect saddlepoint approximation, 494
intraclass correlation, test for, 351
invariance, see properties, saddlepoint

approximation

jackknife
delete-k distribution, 414
ratio of means

saddlepoint approximation, 414

Laplace’s approximation
high dimensional, 97

alternative second-order correction, 99
multivariate, 83

alternate expression, 86
asymptotics, 87
iterated usage, 86
second-order correction, 88
separability, 87

univariate, 42
alternative expression, 44
alternative second-order correction, 44
second-order correction, 44

large deviation, 53
lattice convention, 38
Lawley-Hotelling trace test, see distributions, multivariate

analysis
likelihood, 146

conditional, 300
REML estimation, 309

marginal, 168, 301
likelihood ratio statistic, signed, 64, 187, 285, 286

r∗ approximation for, 286
logistic regression, 183

LD-50 dosage, 185
confidence intervals, 190

Lugannani and Rice approximation, 12
asymptotic order, 62
removable singularity, 68
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Index 563

M-estimate, 388
marginal likelihood, see likelihood, marginal
Markov graph, 433
Markov process, 434, 461
mass function

saddlepoint approximation, 8
canonical sufficient statistic, 159
high dimensional, 100
high dimensional alternative, 100
indirect Edgeworth expansion, as an, 157
normalized, 64

mass function, conditional, see conditional mass function
mass functions, approximation to

binomial, 10
binomial sum, 11
Borel-Tanner, 36
logarithmic series, 34
negative binomial, 10
Neyman type A, 35
Poisson, 9

mass functions, approximation to multivariate
bivariate negative binomial, 102
bivariate Poisson, 81
multinomial, 80

maximum likelihood estimate
curved exponential family, 232

marginal saddlepoint CDF, 408
marginal saddlepoint density, 407

density for, see p∗

regular exponential family, 148
Mellin transform, 54
MGF, see moment generating function
mid-p-value, 188

confidence intervals from inversion, 188, 189
mixed normal linear models, 308
moment generating function, 1
multivariate tests, see distributions, multivariate analysis

Neyman and Scott problem, 302
nonnormal-base, 528

chi square base, 532
choice of, 532
double saddlepoint approximation

conditional density, 538
conditional distribution, continuous, 538

inverse Gaussian base, 534
saddlepoint approximation

density, 529
distribution, continuous, 530
distribution, discrete, 531

nonparametric tests
Wilcoxon rank sum, 125

normalization, 64, 112
higher-order asymptotics, 65

p†, 219
p∗, 219

asymptotics, 248
curved exponential families, 230
group transformation models, 225
hyperbolic secant, 221
likelihood ratio statistic, 223
Plank’s radiation formula, 222
regular exponential families, 219

Pascual sampling, 207
permutation tests

two sample, 125
Pillai’s trace, see distributions, multivariate analysis
Poisson process

nonhomogeneous, 210
power functions, multivariate tests, see distributions,

multivariate analysis
P̂r1, 17, 114, 166, 170, 531, 539
P̂r2, 18, 115, 166, 170, 531
properties, saddlepoint approximation

equivariance, 38, 91, 111, 530
independence, 91, 109
invariance, 41, 120
marginalization, 91
symmetry, 39, 92, 111, 121, 530, 531

prospective sampling, 191

queue, see reliability, semi-Markov process

r∗, 259, 286
Behrens Fisher problem, 304
conditional likelihood, 300
distribution approximation, 260, 286
F distribution, 294
Fieller problem, 296
likelihood ratio, signed, 286
marginal likelihood, 301
mixed normal linear models, 308
Neyman and Scott problem, 302
properties

asymptotics, 279, 314
equivariance, 278
symmetry, 278, 314

regression model, 287
REML, 308
two samples, common mean, 307
variation independence, 298

random walk
first passage, discrete time

inverse Gaussian base, 535
first return, continuous time

inverse Gaussian base, 539
transmittance, first passage, 460
transmittance, first return, 456

ratio, distributions of, see roots of estimating equations
regression model, 287
relevant state, 435, 449, 454
reliability, 2

queue
G I/M/1/4, 440, 487
M/M/q/n, 457
M/G/1, 519
M/M/2/∞, 542
M/M/q/∞, 458

redundant system, 462
reliability growth model

Bayesian prediction, 511, 517
repairable system, 462
repairman model, 460

Bayesian prediction, 513
system, independent components, 438, 447, 453
system, k-out-of-m, 2

REML estimation, 308
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564 Index

renewal process, 166, 174, 176
retrospective sampling, 191
roots of estimating equations

MLE
curved exponential family, 407
regular exponential family, 403

multivariate root, 401
conditional saddlepoint CDF, 411
density, 401
equivariance, saddlepoint density, 404
saddlepoint density, 402

ratio
density, 375
distribution, 375, 496
doubly noncentral F , 378
quadratic normal forms, 381
saddlepoint density, 376

univariate, 384
empirical percentiles, 390
lattice-valued scores, 390
M-estimate, 388
ratio of means, boostrapped, 389
saddlepoint density, 386

vector ratio, 392
density, 394
normal quadratic forms, 396
saddlepoint density, 395

Roy’s maximum root test, see distributions, multivariate
analysis

sample space derivatives, 259
exact, 268
Fraser, Reid, and Wu, 268, 293
Skovgaard’s approximate, 266, 292

semi-Markov process, 430
birth and death process, see birth and death

process
bootstrap inference for, see bootstrap, saddlepoint

approximation of
flowgraph, 432
Markov process as a, 434
moments, first passage, 450, 454
moments, first return, 450

queue
G I/M/1/4, 440, 487
M/M/q/n, 457
M/G/1, 519
M/M/2/∞, 542
M/M/q/∞, 458

transmittance matrix, 431
transmittance, first passage, 435

CGF, 438
cofactor rule, 435, 449, 452

transmittance, first return
cofactor rule, 446

sequential saddlepoint, 323
conditional CDF approximation, 324
nonnormal base, 539

serial correlogram
saddlepoint density, 398

Skovgaard approximation, see conditional distribution,
continuous, saddlepoint approximation, see
conditional distribution, discrete, saddlepoint
approximation

sphericity, test for, see distributions, multivariate analysis
Stirling’s approximation

factorial, 9
gamma function, 4

survival analysis, multistate
dementia example, 478

symmetry, see properties, saddlepoint approximation
system, stochastic, 430

Tchebycheff-Hermite polynomials, see Edgeworth expansion
Temme approximation, 49
tilted density, 64
time series

count data, 208
time to event, see first passage time
transmittance matrix, 431
truncation, 208, 212

Wilcoxon rank sum test, see nonparametric tests
Wilks’ likelihood ratio statistic, see distributions, multivariate

analysis
Wishart, largest eigenvalue distribution, 367

www.cambridge.org© Cambridge University Press

Cambridge University Press
978-0-521-87250-8 - Saddlepoint Approximations with Applications
Ronald W. Butler
Index
More information

http://www.cambridge.org/0521872502
http://www.cambridge.org
http://www.cambridge.org

