
INDEX

acceptance region
similar of type α, 134

adjoint identities, 72
adjoint of a linear transformation

definition of, 38, 39
dependence on the inner product, 72
for a nonorthogonal projection, 142

formula for, given a basis for the range
space, 145

“reverse and perp” rule, 142
for an orthogonal projection, 39
for an orthogonal transformation, 38
properties of, 38–40

admissible estimator, 97
affine estimator, 77
analysis of covariance

A and B transformations, 147
estimation of σ2, 152–153
F -test of H: µ ∈ M0 + N , 156

degrees of freedom for, 156
noncentrality parameter for, 158
power of, 158

F -test of H: PM µ ∈ M0, 157
formulation of, 146–147
Gauss-Markov estimators, 147–149
one-way layout with one covariate

estimation of σ2, 153
F -test of the hypothesis of equal

adjusted group means, 157, 158
F -test of the hypothesis of equal

unadjusted group means, 158
Gauss-Markov estimators, 149
introduction to, 146
simultaneous confidence intervals for all

contrasts in the adjusted group means,
155

variances of GMEs, 152
Scheffé confidence intervals

for linear functionals of µM , 153–154
for linear functionals of µN , 155

variances and covariances of GMEs,
150–151

analysis of variance
Latin square design, 159–163
one-way layout

ANOVA table for, 25
estimable parametric functionals, 79–80
estimation of σ2, 71
Gauss-Markov estimation in, 63
Gauss-Markov estimator of an estimable

parametric functional, 81
projections in, 15
simultaneous confidence intervals for all

contrasts in the group means, 135
testing the hypothesis that the group

means are equal, 111, 116
with a covariate, see analysis of

covariance, one-way layout with one
covariate

two-way additive layout
ANOVA table for, 25
differential effect, 65
estimable parametric functionals, 80
estimation of σ2, 72
Gauss-Markov estimation in, 65, 69
Gauss-Markov estimator of an estimable

parametric functional, 82
grand mean, 65
projections in, 17, 24
with a missing observation, see incom-

plete observations model, two-way
additive layout with a missing
observation

with replicated observations, 187
analysis of variance table

for a Latin square design, 162
for a Tjur system, 25
for the two-way layout, 25

ANCOVA, see analysis of covariance
ANOVA, see analysis of variance

Baranchik’s theorem, 107
bases

canonical, see canonical bases for a pair of
subspaces
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INDEX 191

basis, 42
coordinates with respect to, 42
orthogonal, 9
usual coordinate basis for R

n , 42
Bayes estimator

as the mean of the posterior distribution of
the parameter given the data, 94

definition of, 92
extended, 92
formal, 108
generalized, 108
improper, 108
proper, 108
within ε, 92

best linear unbiased estimator, 64
bilinear functionals

definition of, 37
positive-definite, 39
representation theorem for, 38
symmetric, 38

BLUE, see best linear unbiased estimator
book orthogonal, see subspaces, book

orthogonal
Borel σ-field, 45

canonical bases for a pair of subspaces, 86
canonical transformation, 75
Cauchy-Schwarz inequality, 10
characteristic function

of a normal random vector, 53
of a random vector, 53

chisquare distribution
central, 54
moment generating function of, 56
noncentral, 54, 55

Poisson representation of, 56–57
Cleveland’s identity, 40
closed form of a residual squared length, 71
Cochran’s theorem

algebraic form of, 20–21
for quadratic forms in normally distributed

random variables, 58
coefficient vector, 36

confirmation method for, 37
direct-construction method for, 37
effect of covariates on, 148
effect of missing observations on, 181
for a coordinate functional, 37

in the case of an orthogonal basis, 62
obtained by partial orthogonalization,

61–62
properties of, 62

obtained by projection, 60
collinearity

effect on the variance of a GME, 64
complete statistic

condition for, 91
definition of, 91
in the GLM, 91

composition of linear transformations, 43
confidence intervals

for the value of a linear functional ψ of µ,
128

relation to the F -test of H: ψ(µ) = 0,
128

simultaneous, see simultaneous confidence
intervals

confidence region procedure, 134
contrasts, 134

spanning set for a space of contrasts, 135
coordinate functional, 37, 43, 61
covariance matrix, 47
covariance operator, 47–48

degrees of freedom
of a chisquare distribution, 54
of a squared length, 25
of a weakly spherical random vector, 51
of an F distribution, 57

design matrix, 1
design of experiments, 26
differential effect

in a Latin square design, 160
in the two-way additive layout, 65

dimension
of a vector space, 42

direct sum, see subspaces, direct sum of
disjoint subspaces, 43
dispersion matrix, 32, 49
dispersion operator (Σ), 49–50

of the projection of a weakly spherical
random vector onto a subspace, 51

dot-product, 6
convention about re R

n , 6, 45
weighted, 39

used with uncorrelated random variables,
52

dual space, 43

Efron-Morris estimator of a mean vector
assumed to lie in the space spanned
by the equiangular line, 104

eigenmanifold, 34
eigenvalue, 34
eigenvector, 34
ε-Bayes estimator, 92
equiangular vector (e), 3
equicorrelated, 73
equivalence relation, 27
estimable parametric functional, 78–85

and the covariance of Gauss-Markov
estimators, 82

characterization of, 78–79
subject to constraints, 84–85

Gauss-Markov estimator of, 80–81
subject to constraints, 85

in a Tjur design, 82–84
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192 INDEX

estimation
of a mean, see estimation assuming

normality, Gauss-Markov estimator,
James-Stein estimator of µ

of a variance, see estimation of σ2

estimation assuming normality, 89–109
Bayes estimator of µ versus the prior

NM (0, λIM ), 96
with a hyper-prior on λ, 108

complete sufficient statistic for µ and σ2,
91

conditional distribution of Θ given Y = y,
when the marginal distribution of Θ
is NM (0, λIM ) and the conditional
distribution of Y given Θ = µ is
NV (µ, IV ), 96

desirable properties of the GME of µ
extended Bayes, 97
maximum likelihood estimator, 89
minimax for mean square error, 97
minimum dispersion in the class of all

unbiased estimators, 90
Efron-Morris estimator of µ, 104
maximum likelihood estimators of µ

and σ2, 89–90
joint distribution thereof, 90

minimum dispersion unbiased estimators
of µ and σ2, 90

smoothness with respect to µ and σ2 of the
expected value of a function of Y , 92

undesirable properties of the GME of µ
inadmissibility with respect to mean

square error when dim(M) ≥ 3., 102
see also James-Stein estimator of µ,

James-Stein type estimators of µ of
the form φ(S)X, Scheffé confidence
intervals

estimation of σ2

effect of covariates, 152–153
effect of extra observations, 186
effect of missing observations, 176–177
in a Tjur system of subspaces, 71
unbiased, 70–72

potential bias in, 71
under normality, see estimation assuming

normality
see also specific models, such as Latin

square designs and simple linear
regression

expectation
as a nondecreasing function of a parameter,

119
of a random vector, 46–47
of the squared length of a weakly spherical

random vector, 52
experimental units, 26
exponential family

and completeness, 91
and MLR, 117

extended Bayes estimator, 92
extra observations model, 184–187

F distribution, 57
central, 57
noncentral, 57

MLR property of, 118
Poisson representation of, 57

unnormalized (F∗), 57
F -test of H: µ ∈ M0

as a likelihood ratio test, 112–113
as a similar test with maximum average

power over the surface of certain
spheres, 137

as a uniformly most powerful invariant
test, 127

when σ2 is known, 127
as a uniformly most powerful test whose

power depends only on the distance
from µ to M0 in σ units, 140

definition of, 113
effect of covariates, see analysis of

covariance
effect of extra observations, 186
effect of missing observations, see incom-

plete observations model
noncentrality parameter for, 115
power of, 115

as an increasing function of the
noncentrality parameter, 117, 120

simple interpretations of, 113–114
sum of squares for error (SSe), 113
sum of squares for testing H (SSH ), 113
unbiasedness of, 120
when M0 is the null space of a collection of

linear functionals of µ
related confidence intervals, 133

when M0 is the null space of a linear
functional of µ, 116

related confidence intervals, 128
when M0 is the null space of a set of

contrasts, 135
factor, 26

balanced, 26
blocks of, 26
equivalence relation for, 27
levels of, 26
orthogonal projection associated with, 30
subspace associated with, 29
sum of squares associated with, 30
trivial, 26
units, 26

factors
cross-classification of (×), 27, 29
maximum of (∨), 27
minimum of (∧), 28
nestedness of, 27
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factors (cont’d)
orthogonal, 30

condition of proportional cell counts for,
31

partial ordering (≤) of, 27
Tjur design of, see Tjur design

fitted values, 68
flat, 43
four-penny problem, 65–66

Gauss-Markov estimator
of a linear functional of µ

center of a confidence interval, 128
closure under linear combinations, 63
covariance between the two such

estimators, 64
definition of, 62
effect of covariates, see analysis of

covariance
effect of extra observations, 186
effect of missing observations, see

incomplete observations model
estimated standard deviation of, 70
guessing method for, 63
invariance under linear transformations,

75
mean and variance of, 63–64
minimum variance among linear

unbiased estimators, 64
significantly different from zero, 133
used to estimate a mean vector, 69–70

of an estimable parametric functional
with constraints, 85
without constraints, 80–81

of µ
as a unique invariant estimator, 77
as possibly distinct from the least

squares estimator, 72
definition of, 67
effect of covariates, see analysis of

covariance
effect of extra observations, 186
effect of missing observations, see

incomplete observations model
invariance under linear transformations,

74–75
methods for finding, 68, 75
minimum dispersion among linear

unbiased estimators, 67
minimum MSE among affine estimators

having bounded MSE, 76
risk under squared error, 92
used to estimate linear functionals, 69

see also estimation assuming normality,
James-Stein estimator of µ, using
the wrong inner product, as well as
specific models, such as the Latin
square design and simple linear
regression

Gauss-Markov theorem, 2
for estimable parametric functionals, 80, 85
for linear functionals of µ, 64
for linear transformations of µ, 67
for µ, 67

when there are missing observations, 167
quantification of, 85–88

general linear model
basis case, see multiple linear regression
geometric formulation of, 2, 60
matricial formulation of, 1
reduction to canonical form, 75

generalized Bayes estimator, 108
GLM, see general linear model
GME, see Gauss-Markov estimator
goodness of fit statistic

asymptotic distribution of, 55
Gram-Schmidt orthogonalization, 9

in the one-sample problem, 10
grand mean

in a Latin square design, 160
in the two-way additive layout, 65

Hsu’s theorem, 140
hypothesis test

admissible, 140
invariant, 122
power function of, 125, 136
randomized, 136
similar of size α, 137
unbiased of level α, 137
uniformly most powerful, 125
uniformly most powerful invariant, 125
see also F -test of H: µ ∈ M0

hypothesis testing assuming normality
F -test, see F -test of H: µ ∈ M0

general formulation of the problem,
110–111, 133

likelihood ratio test of H: µ ∈ M0, 112
see also confidence intervals, simultaneous

confidence intervals, estimation
assuming normality, invariance in
hypothesis testing, as well as specific
models, such as the Latin square
design and simple linear regression

idempotent, see linear transformations,
idempotent

identity transformation, 44
improper Bayes estimator, 108
inadmissible estimator, 97
incomplete observations model

A and B transformations, 168
diagrams for, 168–169
estimation of σ2, 176–177
F -test of H: µ ∈ M0, 177–178

degrees of freedom for, 178
noncentrality parameter for, 178
Yates procedure, 178, 180
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194 INDEX

incomplete observations model (cont’d)
formulation of, 165–169
Gauss-Markov estimator of a linear

functional of µ, 181–182
Gauss-Markov estimator of µ

ANCOVA method for, 173–174
consistency equation for, 169–171
definition of, 167
quadratic function method for, 172–173

Gauss-Markov theorem for, 167, 182
Scheffé confidence intervals, 183
two-way additive layout with a missing

observation
F -test of the null hypothesis of no row

effects, 178–181
Gauss-Markov estimator of µ, 171–175
GMEs of ν, αi , and βj , 172
introduction to, 164–165
variances of the GMEs of ν, αi , and βj ,

182–183
indicator function of a set, 29
inner product

between two sets of vectors, 11
of linear functionals, 61
of vectors, 6

inner product space, 6
integrability of random variables

facts about, 106
intersection of subspaces, 43

and projections, 10
invariance in hypothesis testing, 121–127

and the F -test, 127
constancy on orbits, 122
distinguish between orbits, 122
group of transformations leaving the

testing problem invariant, 121–122
invariance reduction, 125

and UMP tests, 125
invariant test, 122
maximal invariant, 122
orbits, 122
principle of invariance, 122
reduced problem, 125

inverse of a linear transformation, 44
isomorphism of vector spaces, 43

James-Stein estimator of µ
Bayesian motivation for, 97–98
definition of, 98
improvement in Bayes risk, 102
inadmissibility of, 102
positive part thereof, 103
regression motivation for, 98
risk of, 99

compared to the risk of other estimators,
103

upper bound on, 101
shrinkage toward a subspace, 104
when σ2 is unknown, 104

James-Stein theorem, 98
James-Stein type estimators of µ of the form

φ(S)X, 97–104
admissible minimax generalized Bayes, 109
as spherically symmetric estimators, 105
condition to be minimax, 107
motivation for, 105
risk of, 100

compared to the risk of φ+(S)X, 101
unbiased estimator for, 106

Latin square, 159
Latin square design, 159–163
least squares, 8
least squares estimator of µ, 72
Lebesgue measure, 53
Lehmann-Scheffé theorem

for complete sufficient statistics, 91
length of a vector, 7
likelihood ratio test of H: µ ∈ M0, 112
linear algebra, review of, 41–44

basis, 42
composition of two linear transformations,

43
coordinate functional, 43
dimension, 42
direct sum of subspaces, 43
disjoint subspaces, 43
dual space, 43
flat, 43
idempotent linear transformation, 43
identity transformation, 44
intersection of subspaces, 43
inverse of a linear transformation, 44
isomorphism, 43
linear dependence, 42
linear functional, 43
linear independence, 42
linear transformation, 43
manifold, 43
matrix of a linear transformation, 44
nonsingular linear transformation, 44
null space of a linear transformation, 44
range of a linear transformation, 44
rank of a linear transformation, 44
span, 42
subspaces, 43
sum of subspaces, 43
transpose

of a matrix, 44
of a vector, 42

vector space, 42
linear dependence of vectors, 42
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INDEX 195

linear functional
coefficient vector of, see coefficient vector
confidence interval for, see confidence

interval for the value of a linear
functional ψ of µ

coordinate functional, 37, 43
definition of, 36, 43
Gauss-Markov estimator of, see

Gauss-Markov estimator of a lin-
ear functional of µ

inner product for, 61
norm of, 61
representation theorem for, 36
testing an hypothesis about, 116

linear independence of vectors, 42
linear transformation

adjoint of, see adjoint of a linear transfor-
mation

composition of, 43
definition of, 43
eigenmanifolds of, 34
eigenvalues of, 34
eigenvectors of, 34
idempotent, 12, 43
identity, 44
inverse of, 44
matrix of, 33, 44

notation for, 44
nonsingular, 44
null space of (N ), 44
orthogonal, see orthogonal, transformation
orthogonal projection, see projections,

orthogonal
range of (R), 44
rank of (ρ), 44
self-adjoint, see self-adjoint linear

transformation
uniqueness of

in terms of inner products, 8
LSD, see Latin square design

manifold
eigen, 34
regression, 60
see also subspaces

matrix
of a linear transformation, 33
of a quadratic form, 57
of the adjoint of a linear transformation, 38
symmetric

diagonalization of, 36
maximal invariant, 122
maximum likelihood estimators of µ and σ2,

assuming normality, 89–90
mean

grand
in the two-way additive layout, 65

of a random vector, 46–47

mean square error
definition of, 76
formula for, 76, 92
normalized, 97

method of super
b

scripts, 24
metric induced by an inner product, 10
minimax estimator

as a constant risk, extended-Bayes
estimator, 92

definition of, 92
minimum mean square error predictor, 11
Minkowski’s inequality, 10
missing observations model, 166

see also incomplete observations model
mixed-up observations model, 166

see also incomplete observations model
MLR, see monotone likelihood ratio
Möbius function, 25
Möbius inversion formula, 25
models

analysis of covariance
one-way layout with one covariate, see

analysis of covariance
analysis of variance

one-way layout, see analysis of variance
two-way layout, see analysis of variance

extra observations, see extra observations
model

four-penny problem, 65–66
general linear, see general linear model
incomplete observations, see incomplete

observations model
Latin square design, 159–163
missing observations, see incomplete

observations model
mixed-up observations, see incomplete

observations model
multiple linear regression, see multiple

linear regression
one-sample problem, see one-sample

problem
replicated observations model, see extra

observations model
simple linear regression, see simple linear

regression
split plot design, see split plot design
triangle problem, see triangle problem
two-sample problem, see two-sample

problem
monotone likelihood ratio

and exponential families, 117
and hypothesis testing, 126
and the expectation of a nondecreasing

function, 119
closure under composition, 118
definition of, 117
examples of

exponential families, 117
noncentral F family, 118
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196 INDEX

monotone likelihood ratio (cont’d)
examples of (cont’d)

Poisson family, 118
unnormalized F family, 118
unnormalized t family, 120

stochastic monotonicity, 119
MSE, see mean square error
multiple linear regression

coordinate functionals in, 61
estimable parametric functionals, 79
estimation of σ2, 71
expected response at the mean values of

the independent variables
Gauss-Markov estimation of, 65

regression coefficients
covariances of, 66
expectations of, 66
formula for, 66
normal equations for, 63
variances of, 64

noncentrality parameter
of a chisquare distribution, 54
of an F distribution, 57

nonestimable parametric functional, 79
completely undetermined by µ, 79
no unbiased estimator for, 81

nonsingular distribution, 50–51
nonsingular linear transformation, 44
norm

of a linear functional, 61
of a vector, 7

normal distribution, 53
and conditional distributions, 94–95

conditional distribution of Θ given Y =
y, when the marginal distribution of Θ
is NM (0, λIM ) and the conditional
distribution of Y given Θ = µ is
NV (µ, IV ), 96

and marginal distributions, 94–95
and quadratic forms, 57–59
characteristic function for, 53
density of, 53
in a lower dimensional subspace, 54

normal equations
abstract formulation of, 40
and estimable parametric functionals, 81,

85
and Gauss-Markov estimation, 68
basis formulation of, 10, 69
obtained via Gauss-Markov estimation, 63

normalized mean square error, 97
notational conventions

difficulty level of exercises, 5
inner product between

a single vector and a set of vectors, 11
two sets of vectors, 11

markers for the end of a proof, example,
exercise, and part of a problem set, 5

notational conventions (cont’d)
matrices versus linear transformations, 5
numbering scheme, 4
summation over nonmissing subscripts (⊕),

171
null space of a linear transformation, 44

observed values, 68
one-sample problem

and Gram-Schmidt orthogonalization, 10
condition for the least squares and

Gauss-Markov estimators to be the
same, 73

equicorrelated case, 73
heteroscedastic case, 52
independence of the sample mean and

variance, 2
projections in, 9–10
re Cochran’s theorem, 59

one-way layout, see analysis of variance,
analysis of covariance

open form of a residual squared length, 71
orbit, 122
orthogonal

basis, 9
and Gauss-Markov estimation, 68

complement of a subspace, 12
properties of, 12

complement of one subspace within
another, 13

and spanning vectors, 13
decompositions, 19
factors, see factors, orthogonal
polynomials

derived from 1, i, and i2, 7
projection, see projections, orthogonal
subspaces, 16
transformation, 7

adjoint of, 38
inverse of, 38
reflection through a subspace, 13
used to characterize strict sphericity, 53
used to characterize weak sphericity, 51

vectors, 7

parameter vector, 1
parametric functional, 78

estimable, see estimable parametric
functional

nonestimable, see nonestimable parametric
functional

partial order relation (≤) on
factors, 27
self-adjoint linear transformations, 13
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INDEX 197

partial orthogonalization
in the analysis of covariance, 149

partially ordered set, 23
greatest lower bound (∧), 28
least upper bound (∨), 27
minimal element, 23
Möbius function for, 25
Möbius inversion formula for, 25
principle of induction for, 23
zeta function for, 26

perpendicularity
of subspaces, 16
of vectors, 7

positive definiteness, 6, 39
power function, 125

of the F -test, 115
effect of covariates, 158
effect of extra observations, 187
effect of missing observations, 178

prediction
mean square error of, 11

principle of invariance
in estimation, 77
in hypothesis testing, 122

prior, 92
projections

nonorthogonal
adjoints of, 142
as idempotent linear transformations,

142
definition of, 141
formula for the adjoint, given a basis for

the range space, 145
formula for, given a basis for the range

space, 144
partial inverses to, 143

orthogonal
adjoints of, 39
and minimum distance, 8, see also

Cleveland’s identity
and residuals, 8
as idempotent self-adjoint linear

transformations, 12–13
definition of, 8
differences of, 14–15
matrix for, 11
obtained by making a linear transforma-

tion of the problem, 74
onto OM for an orthogonal transforma-

tion O, 38
onto a one-dimensional space, 9, 13
onto a subspace of a subspace, 14–15
onto a subspace that is an element of a

Tjur system, 23
onto a sum of mutually orthogonal

subspaces, 16
onto arbitrary subspaces, 10
onto the intersection of two subspaces,

18

projections (cont’d)
orthogonal (cont’d)

onto the orthogonal complement of the
null space of a set of contrasts, 135

products of, 17–18
sums of, 16–17
used in establishing the distributions of

quadratic forms, 58
used to find Gauss-Markov estimators,

68
proper Bayes estimator, 108
proportional cell counts

condition for orthogonal factors, 31
Pythagorean theorem, 7

quadratic form
definition of, 39
of a normal random vector

distribution of, 57–59
on an inner product space, 57
representation theorem for, 39

random vectors
characteristic function for, 53
covariance operators for, 47–48
definition of, 45
dispersion operators of, 49–50

spectral representation of, 50
distribution of projections of

under first and second moment condi-
tions, 54

under normality assumptions, 54
expectation of, 46–47
mean of, 46–47
normally distributed, 53

conditional distribution, 94–95
marginal distribution, 94–95
quadratic forms in, 57–59

spherically distributed, 53
uncorrelated, 48
weakly spherical, 51–52

variance parameter of, 51
with nonsingular distributions, 50–51
with singular distributions, 50–51

range of a linear transformation, 44
rank of a linear transformation, 44
reduction to canonical form, 75
regression, see multiple linear regression,

simple linear regression
regression coefficients, 66

dependence on the number of explanatory
variables, 67

regression manifold, 60
regression matrix, 1
relative orthogonal complement, 13

and spanning vectors, 13
replicated observations model, 184
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198 INDEX

representation theorem
for bilinear functionals, 38
for linear functionals, 36
for quadratic forms, 39

residual squared length
closed form of, 71
open form of, 71

residuals, 8
inner products of, 145
length of, 8
uncorrelated with fitted values, 68

risk, 92
of the GME of µ relative to mean square

error, 92
see also James-Stein estimator of µ,

James-Stein type estimators of µ
of the form φ(S)X

R2

as the ratio of explained variation to total
variation, 68

as the square of the correlation coefficient
between the observed and fitted
values, 68

Scheffé confidence intervals
for all contrasts in the group means in

one-way ANOVA, 135
for linear functionals of µ, 129–131

effect of covariates, see analysis of
covariance

effect of missing observations, see
incomplete observations model

for linear functionals of the component of µ
orthogonal to M0, 134

relation to the F -test, 133
Scheffé multiplier, 131
SDFZ, see significantly different from zero
self-adjoint linear transformation

as a covariance operator, 33
definition of, 12
extremal characterization of the eigenvalues

thereof, 34
matrix for, 33
partial ordering (≤) of, 13
positive semi-definite, 36

square root of, 36
positive-definite, 39
range and null space of, 13
spectral theorem for, 33–36
trace of, 58

and preservation of order (≤), 76
shrinkage estimator, 104

see also James-Stein estimator of µ,
James-Stein type estimators of µ of
the form φ(S)X

significantly different from zero, 133

simple linear regression
coefficient vector for the slope functional,

62
confidence interval(s)

for a single predicted value, 129
for all predicted values, 131
for predicted values when the predictand

ranges over an interval, 132
definition of, 1
estimated SD of

the response at the mean of the
predictor variable, 71

the slope coefficient, 71
estimator of σ2, 70
Gauss-Markov estimate of the slope, 63
projections in, 10, 11
testing for zero slope, 110, 116
variance of the GME of the slope coeffi-

cient, 64
simultaneous confidence intervals

for a line segment of linear functionals, 131
for the values of ψ(µ) for a linear space

of linear functionals ψ, see Scheffé
confidence intervals

singular distribution, 50–51
span of vectors, 42
spectral theorem, 33
spherical distribution, 53
spherically symmetric estimator, 105
split plot design, 31

estimable parametric functionals, 84
Stein’s lemma, 105
Stein-Efron-Morris theorem, 105
stochastic monotonicity, 119
Strawderman-Berger theorem, 109
subspaces

book orthogonal, 17–18
see also Tjur system

definition of, 43
direct sum (⊕) of, 19, 43
disjoint, 43
eigenmanifolds, 34
intersection (∩) of , 43
nonorthogonal

measuring the degree of, 85
orthogonal ( ⊥ ), 16
orthogonal complements (·⊥ ) of, 12

properties of, 12
orthogonal decompositions of, 19
perpendicular ( ⊥ ), 16
relative orthogonal complements of, 13

and spanning vectors, 13
shifted, 43
sum (+) of, 43
Tjur system of, see Tjur system of

subspaces
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INDEX 199

sufficient statistic
definition of, 90
factorization criterion for, 91
for µ and σ2, 91
having minimum dispersion in the class of

all unbiased estimators, 91
sum of squares for error (SSe), 113
sum of squares for testing H (SSH ), 113
summation over nonmissing subscripts (⊕),

171

t distribution
unnormalized noncentral

definition of, 120
MLR of, 120

test, see F -test of H: µ ∈ M0, hypothesis test
Tjur design, 31

estimable parametric functional, 82–84
factor structure diagram for, 32
Gauss-Markov estimator of an estimable

parametric functional, 83–84
Tjur system of subspaces, 21–26

analysis of variance table for, 25
and estimation of σ2, 71
and Gauss-Markov estimation, 69
method of super

b
scripts for, 24

Möbius inversion formulas for, 26
partial order on, 21
representation of, 21
structure diagram for, 24

Tjur’s theorem, 21–23
Tjur, Tue, 21
trace

of a linear transformation, 76
of a self-adjoint linear transformation, 58,

76
transformation, see linear transformation
triangle problem

coefficient vectors in, 61
covariances of GMEs, 64
Gauss-Markov estimation in, 63
testing the equilateral hypothesis, 110, 115

trivial factor, 26
two-sample problem, 1–2
two-way layout, see analysis of variance

UMP, see uniformly most powerful
UMPI, see uniformly most powerful invariant
unbiased

estimator, 63
hypothesis test, 137

uncorrelated random vectors, 48
uniformly most powerful, 125
uniformly most powerful invariant, 125
units factor, 26

using the wrong inner product
conditions for false and true estimates to

be the same
for linear functionals of µ, 74
for σ2, 74
for the mean vector µ, 72–73

difference between the false and true GMEs
of µ, 87

effect on residual squared length, see
Cleveland’s identity

ratio of the variances of the false and true
GMEs of a linear functional of µ,
87–88

value of a statistical game, 92
variance parameter

estimation of, see estimation of σ2

of a weakly spherical random vector
assumptions about, 60
definition of, 51

variance-covariance matrix, 49
variation

addition rule for, 68
explained, 68
residual, 68
total, 68

vector space, 42
basis for, 42
dimension of, 42
dual of, 43
finite dimensional, 42
isomorphism of, 43
manifolds of, 43
subspaces of, 43

vectors
angle between, 7
equiangular (e), 3
length of, 7
linear dependence of, 42
linear independence of, 42
norm of, 7
orthogonal, 7
orthogonal projection of, 8
span of, 42
uniqueness of

in terms of inner products, 8

Wald’s theorem, 137
corollaries to, 140
reformulation of, 137

weak sphericity, 51–52
achieved by changing the inner product, 52
achieved by transformation, 52

weighing design, 66

Yates procedure, 178

zeta function, 26
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