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Preface

Our aim in this book is to explain and illustrate the fundamental statistical concepts required
for designing efficient experiments to answer real questions. This book has evolved from a
previous book written by the first author. That book was based on 25 years of experience
of designing experiments for research scientists and of teaching the concepts of statistical
design both to statisticians and to experimenters. The present book is based on approximately
a combined 100 years of experience of designing experiments for research scientists, and of
teaching the concepts of statistical design both to statisticians and to experimenters.

The development of statistical philosophy about the design of experiments has always
been dominated by mathematical theory. In contrast the influence of the availability of
vastly improved computing facilities on teaching, textbooks and, most crucially, practical
experimentation has been relatively small. The existence of statistical programs capable of
analysing the results from any designed experiment does not imply any changes in the main
statistical concepts of design. However, developments from these concepts have often been
restricted by the earlier need to develop mathematical theory for design in such a way that the
results from the designs could be analysed without recourse to computers. The fundamental
concepts continually require reexamination and reinterpretation outside the limits implied by
classical mathematical theory so that the full range of design possibilities may be considered.
The result of the revolution in computing facilities is that the design of experiments should
become a much wider and more exciting subject. We hope that this book will display that
breadth and excitement.

The original development of the earlier book was particularly motivated by teaching
postgraduate students specialising in statistics. However, the intention of this book is to
reach a much wider audience. Understanding the fundamental concepts of design is essential
for everybody involved in programmes of research and experimentation. In addition to this
general need for an understanding of the philosophy of designing experiments there are
particular aspects of design, such as the definition of experimental units (Chapter 5) or
levels of replication (Chapter 6), which are relevant to virtually all research disciplines in
which experimentation is required. Because of the concentration on basic concepts and their
implications the book could be used for courses for final-year undergraduates provided such
courses allow sufficient time for the concepts to be thoroughly discussed.

Parts of the book could also be used as text support for various tertiary education courses
or short courses. Thus a course on linear models with an emphasis on data from designed
studies could use Chapters 4, 9 and 18, with some examples taken from other chapters. An
introductory course on the design of experiments could use Chapters 1, 2 and 3, followed by
some small initial parts of Chapters 7, 8, 13 and 16. A course for final-year undergraduates

xi
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xii Preface

could include Chapters 5 and 6, followed by large parts of Chapters 7, 8, 10, 12, 13, 15 and
16. It would even be possible to construct a course on advanced design by including the later
parts of Chapters 7 and 8, with Chapters 11, 13, 17, and some parts of 19 and 20, before
presenting Chapter 0.

This book concentrates on the ideas of design rather than those of analysis, on the statistical
concepts rather than the mathematical theory and on designing practically useful experiments
rather than on developing classes of possible design structures. Obviously it is also necessary
to consider how the data from designed experiments will be analysed and the philosophy
and methods of analysis are discussed in the introductory first part of the book. There is
a further chapter, 9, concerned with the analysis of data from experiments with multiple
levels of information, once the ideas of designs with information at multiple levels have
been considered in Chapters 7 and 8. Of course, examples of analysis punctuate many later
chapters of the book. However, in all the development of design ideas, it is assumed that the
analysis of data from designed experiments is not difficult when good designs and modern
computing facilities are used. Consequently ideas of analysis are introduced only when they
illuminate or motivate the design concepts.

The formal language of statistics is mathematical. Thus it is not possible to discuss the
design of experiments without some mathematically complex formulation of models and
ideas. Some of the mathematical language used in the book requires a sound mathematical
background beyond school level. However, in all parts of the book it is the statistical concepts
which are important, and the structure of the book hopefully allows the less-mathematical
reader to bypass the more complex mathematical details. Throughout the book the develop-
ment of concepts relies on many examples. We hope that readers will consider the detailed
arguments of these examples. By trying to solve the problems which underlie the examples
before reading through the explanation of the solutions, we believe that readers will start to
develop the intuitive understanding of design concepts which is essential to good design. For
the mathematically sophisticated reader the mathematical details provide additional support
for the statistical concepts.

Most importantly, the book is intended to show how practical problems of designing real
experiments should be solved. To stimulate this practical emphasis real examples of design
problems are described at the beginning of most chapters of the book. The final chapter of
the book attempts an overall view of the problem-solving aspects of design.

The areas of application used in examples in this book inevitably reflect the personal
experience of the three authors. The earlier book had a strong bias towards agricultural
experimentation, but we believe that that bias is much reduced in this new book and that
the examples and the approach to design is much broader than previously. Whether or not
that belief is justified, all the examples are intended to illustrate particular forms of problem
that will be relevant in many fields of application. We hope that statisticians and research
scientists in a wide range of experimental disciplines will be able to interpret and adapt the
concepts discussed in the book to their own requirements through the use of analogy when
the examples discussed are not directly relevant to their discipline.

For those readers familiar with the earlier book it may be helpful to explain where this new
book is clearly different. Compared to the previous book, there are several new chapters, 5
on ‘Experimental units’, 9 on ‘Multilevel analysis’, 11 on ‘Restricted randomisation’, 14 on
‘Fractional replicates’, 19 on ‘Multiple experiments and new variation’ and 20 on ‘Sequential
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Preface xiii

aspects of experiments’. Some chapters in the earlier book have disappeared, some of their
material being included in a shortened form in the new book; these include ‘Covariance’
and ‘Computer analysis programs’ as sections in Chapter 4, and ‘Mathematical theory for
confounding and fractional replication’, some parts of which appear in the new Chapters 14
and 15. The chapter on model assumptions and general models has been omitted, being not
strictly relevant to a book on designing experiments.

The book is divided into an overture and two main subjects with a final coda to bring
together all the previous material. Chapters 1–4 constitute the overture, providing a general
introduction and the basic theory necessary for analysis of experimental data. Chapters 1, 2
and 3 should be familiar to readers who have taken an elementary course in the design of
experiments. Alternatively, for those readers without any previous training in this topic, these
three chapters provide an introductory presentation of the two most important ideas, blocking
and factorial structure. Chapter 4 is the mathematically heavy chapter, providing the necessary
theory for general linear models and the analysis of data from designed experiments, with an
initial explanation of the important results at a rather simpler level. Chapter 4 also explores
the universal use of computer programs and packages for the analysis of data from designed
experiments and reflects on the implications of this for designing experiments.

The first main subject is unit variation and control. In Chapter 5 we examine the concept of
an experimental unit, and the diverse forms of experimental units. The fundamental concepts
of replication, and blocking (with either one or two systems of control) are developed in depth
in Chapters 6, 7 and 8. The ideas of randomisation and restricted randomisation are explored
thoroughly in Chapters 10 and 11. Our aim throughout these chapters is to distinguish the
purposes and practical relevance of each concept and to eliminate the confusion about these
concepts which seems to be common in the minds of many of those needing to design
effective experiments. The need for analysis methods and computer programs to cope with
data from designed experiments with variation occurring at more than one level is explored
in Chapter 9 of this part.

The second main subject is treatment questions and structure. Chapter 12 presents an
overview of the need for statisticians to be involved in all stages of discussions about the
choice of treatments and the interpretation of results. The classical ideas of factorial structure
and multiple and single replicates are presented in Chapter 13. In Chapter 14 we explore
the uses of fractions of full factorial structures. Chapter 15 examines the combination of
factorial structures with the need for units to be grouped into relatively small blocks. The
choice of experimental treatments for the investigation of the responses to quantitative
factors is discussed in Chapters 16 (mainly for single factor response functions) and 17 (for
multifactorial response surfaces). In Chapter 18 we investigate a variety of design approaches
in which different levels of experimental units are deliberately used to investigate different
sets of treatment factors.

Finally in the coda, Chapter 19 explores the use of sets of experiments, often in multiple
locations or at different times, and also the deliberate introduction of additional variation in
experimental programmes. Chapter 20 explores various sequential aspects of experiments and
experimental programmes, in particular focussing on the concept that individual experiments
do not exist in isolation from past and future experimentation. Finally Chapter 0 seeks to draw
the concepts of the two main subjects together to provide guidance on designing effective
experiments to satisfy particular practical requirements. A book on the practical design of
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xiv Preface

experiments should start with the approach of Chapter 0 but this chapter requires knowledge
from the previous chapters before it can be read and understood. Hence the number and
position of this chapter.

We owe a considerable debt to many consultees and collaborators, both for the stimulus
to consider why the problems they presented should be covered by a book on designing
experiments and also for the many examples they have provided. There are too many for
us to thank them individually here for their stimulating requests and they therefore remain
anonymous (some should prefer it that way, and others are too distant in the mists of time for
anything else). We have also benefitted from many discussions with colleagues at Reading
and elsewhere and particularly wish to thank Richard Coe, Robert Curnow, John Fenlon,
Geoff Freeman, Peter Goos, Derek Pike, Roger Stern and Luzia Trinca, without whom this
book would have had a more stunted growth.
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