
Model Selection and Model Averaging

Given a data set, you can fit thousands of models at the push of a button, but how do
you choose the best? With so many candidate models, overfitting is a real danger.
Is the monkey who typed Hamlet actually a good writer?

Choosing a suitable model is central to all statistical work with data. Selecting
the variables for use in a regression model is one important example. The past
two decades have seen rapid advances both in our ability to fit models and in the
theoretical understanding of model selection needed to harness this ability, yet this
book is the first to provide a synthesis of research from this active field, and it
contains much material previously difficult or impossible to find. In addition, it
gives practical advice to the researcher confronted with conflicting results.

Model choice criteria are explained, discussed and compared, including Akaike’s
information criterion AIC, the Bayesian information criterion BIC and the focused
information criterion FIC. Importantly, the uncertainties involved with model selec-
tion are addressed, with discussions of frequentist and Bayesian methods. Finally,
model averaging schemes, which combine the strengths of several candidate mod-
els, are presented.

Worked examples on real data are complemented by derivations that provide
deeper insight into the methodology. Exercises, both theoretical and data-based,
guide the reader to familiarity with the methods. All data analyses are compati-
ble with open-source R software, and data sets and R code are available from a
companion website.

Gerda Claeskens is Professor in the OR & Business Statistics and Leuven
Statistics Research Center at the Katholieke Universiteit Leuven, Belgium.

Nils Lid Hjort is Professor of Mathematical Statistics in the Department of
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Preface

Every statistician and data analyst has to make choices. The need arises especially when
data have been collected and it is time to think about which model to use to describe
and summarise the data. Another choice, often, is whether all measured variables are
important enough to be included, for example, to make predictions. Can we make life
simpler by only including a few of them, without making the prediction significantly
worse?

In this book we present several methods to help make these choices easier. Model
selection is a broad area and it reaches far beyond deciding on which variables to include
in a regression model.

Two generations ago, setting up and analysing a single model was already hard work,
and one rarely went to the trouble of analysing the same data via several alternative
models. Thus ‘model selection’ was not much of an issue, apart from perhaps checking
the model via goodness-of-fit tests. In the 1970s and later, proper model selection criteria
were developed and actively used. With unprecedented versatility and convenience, long
lists of candidate models, whether thought through in advance or not, can be fitted to a
data set. But this creates problems too. With a multitude of models fitted, it is clear that
methods are needed that somehow summarise model fits.

An important aspect that we should realise is that inference following model selection
is, by its nature, the second step in a two-step strategy. Uncertainties involved in the first
step must be taken into account when assessing distributions, confidence intervals, etc.
That such themes have been largely underplayed in theoretical and practical statistics
has been called ‘the quiet scandal of statistics’. Realising that an analysis might have
turned out differently, if preceded by data that with small modifications might have led
to a different modelling route, triggers the set-up of model averaging. Model averaging
can help to develop methods for better assessment and better construction of confidence
intervals, p-values, etc. But it comprises more than that.

Each chapter ends with a brief ‘Notes on the literature’ section. These are not meant
to contain full reviews of all existing and related literature. They rather provide some

xi
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xii Preface

references which might then serve as a start for a fuller search. A preview of the contents
of all chapters is provided in Section 1.8.

The methods used in this book are mostly based on likelihoods. To read this book it
would be helpful to have at least knowledge of what a likelihood function is, and that
the parameters maximising the likelihood are called maximum likelihood estimators. If
properties (such as an asymptotic distribution of maximum likelihood estimators) are
needed, we state the required results. We further assume that readers have had at least an
applied regression course, and have some familiarity with basic matrix computations.

This book is intended for those interested in model selection and model averaging. The
level of material should be accessible to master students with a background in regression
modelling. Since we not only provide definitions and worked out examples, but also give
some of the methodology behind model selection and model averaging, another audience
for this book consists of researchers in statistically oriented fields who wish to understand
better what they are doing when selecting a model. For some of the statements we provide
a derivation or a proof. These can easily be skipped, but might be interesting for those
wanting a deeper understanding. Some of the examples and sections are marked with a
star. These contain material that might be skipped at a first reading.

This book is suitable for teaching. Exercises are provided at the end of each chapter.
For many examples and methods we indicate how they can be applied using available
software. For a master’s level course, one could leave out most of the derivations and
select the examples depending on the background of the students. Sections which can be
skipped in such a course would be the large-sample analysis of Section 5.2, the average
and Bayesian focussed information criteria of Sections 6.9 and 6.10, and the end of
Chapter 7 (Sections 7.8, 7.9). Chapter 9 (certainly to be included) contains worked out
practical examples.

All data sets used in this book, along with various computer programs (in R)
for carrying out estimation and model selection via the methods we develop, are
available at the following website: www.econ.kuleuven.be/gerda.claeskens/
public/modelselection.

Model selection and averaging are unusually broad areas. This is witnessed by an
enormous and still expanding literature. The book is not intended as an encyclopaedia
on this topic. Not all interesting methods could be covered. More could be said about
models with growing numbers of parameters, finite-sample corrections, time series and
other models of dependence, connections to machine learning, bagging and boosting,
etc., but these topics fell by the wayside as the other chapters grew.
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A guide to notation

This is a list of most of the notation used in this book. The page number refers either to
the first appearance or to the place where the symbol is defined.

AFIC average-weighted focussed information criterion 181
AIC Akaike information criterion 28
AICc corrected AIC 46
aicn(m) AIC difference AIC(m) − AIC(0) 229
a.s. abbreviation for ‘almost surely’; the event

considered takes place with probability 1
BFIC Bayesian focussed information criterion 186
BIC Bayesian information criterion 70
BIC∗ alternative approximation in the spirit of BIC 80
BICexact the quantity that the BIC aims at approximating 79
cAIC conditional AIC 271
c(S), c(S | D) weight given to the submodel indexed by the set S

when performing model average estimation
193

D limit version of Dn , with distribution Nq(δ, Q) 148
Dn equal to

√
n(γ̂ − γ0) 125

dd deviance difference 91
DIC deviance information criterion 91
E, Eg expected value (with respect to the true

distribution), sometimes explicitly indicated via a
subscript

24

FIC focussed information criterion 147
FIC∗ bias-modified focussed information criterion 150
g(y) true (but unknown) density function of the data 24
g the link function in GLM 47
GLM generalised linear model 46
GS matrix of dimension q × q, related to J 146
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www.cambridge.org© Cambridge University Press

Cambridge University Press
978-0-521-85225-8 - Model Selection and Model Averaging
Gerda Claeskens and Nils Lid Hjort
Frontmatter
More information

http://www.cambridge.org/9780521852258
http://www.cambridge.org
http://www.cambridge.org


A guide to notation xv

h(·) hazard rate 85
H (·) cumulative hazard rate 85
Iq identity matrix of size q × q
I (y, θ ), I (y | x, θ ) second derivative of log-density with respect to θ 26
i.i.d. abbreviation for ‘independent and identically

distributed’
infl influence function 51
J expected value of minus I (Y, θ0), often partitioned

in four blocks
26, 127

JS submatrix of J of dimension (p + |S|) × (p + |S|). 146
Jn , Kn finite-sample version of J and K 27, 153
Ĵ , K̂ Jn and Kn but with estimated parameters 27
K variance of u(Y, θ0) 26
KL Kullback–Leibler distance 24
L, Ln likelihood function 24
�, �n log-likelihood function 24
mAIC marginal AIC 270
MDL minimum description length 94
mse mean squared error 12, 149
n sample size 23
N(ξ, σ 2) normal distribution with mean ξ and standard

deviation σ

Np(ξ, �) p-variate normal distribution with mean vector ξ

and variance matrix �

narr indicating the ‘narrow model’, the smallest model
under consideration

120

OP (zn) of stochastic order zn; that Xn = Op(zn) means that
Xn/zn is bounded in probability

oP (zn) that Xn = op(zn) means that Xn/zn converges to
zero in probability

P probability
p most typically used symbol for the number of

parameters common to all models under
consideration, i.e. the number of parameters in the
narrow model

pD part of the penalty in the DIC 91
q most typically used symbol for the number of

additional parameters, so that p is the number of
parameters in the narrow model and p + q the
number of parameters in the wide model
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xvi A guide to notation

Q the lower-right block of dimension q × q in the
partitioned matrix J−1

127

REML restricted maximum likelihood, residual maximum
likelihood

271

S subset of {1, . . . , q}, used to indicate a submodel
se standard error
SSE error sum of squares 35
TIC Takeuchi’s information criterion, model-robust AIC 43
Tr trace of a matrix, i.e. the sum of its diagonal

elements
u(y, θ ), u(y | x, θ ) score function, first derivative of log-density with

respect to θ

26

U (y) derivative of log f (y, θ, γ0) with respect to θ ,
evaluated at (θ0, γ0)

50, 122

V (y) derivative of log f (y, θ0, γ ) with respect to γ ,
evaluated at (θ0, γ0)

50, 122

Var variance, variance matrix (with respect to the true
distribution)

wide indicating the ‘wide’ or full model, the largest
model under consideration

120

x , xi often used for ‘protected’ covariate, or vector of
covariates, with xi covariate vector for individual
no. i

z, zi often used for ‘open’ additional covariates that may
or may not be included in the finally selected model

δ vector of length q, indicating a certain distance 121
θ0 least false (best approximating) value of the

parameter
25

� limiting distribution of the weighted estimator 196
�S limiting distribution of

√
n(µ̂S − µtrue) 148

µ focus parameter, parameter of interest 120, 146
πS |S| × q projection matrix that maps a vector v of

length q to vS of length |S|
τ0 standard deviation of the estimator in the smallest

model
123

φ(u) the standard normal density
φ(u, σ 2) the density of a normal random variable with mean

zero and variance σ 2, N(0, σ 2)
�(u) the standard normal cumulative distribution

function
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A guide to notation xvii

φ(x, �) the density of a multivariate normal Nq(0, �)
variable

χ2
q (λ) non-central χ2 distribution with q degrees of

freedom and non-centrality parameter λ, with mean
q + λ and variance 2q + 4λ

126

ω vector of length q appearing in the asymptotic
distribution of estimators under local
misspecification

123

d→ , →d convergence in distribution
p→ , →p convergence in probability

∼ ‘distributed according to’; so Yi ∼ Pois(ξi ) means
that Yi has a Poisson distribution with parameter ξi

.=d Xn
.=d X ′

n indicates that their difference tends to
zero in probability
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