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Starting with Cauchy

Cauchy’s inequality for real numbers tells us that

a1b1+a2b2+~-~+anbn§\/a§+a§+-~-+a%\/b%+b§+~-~+b$”

and there is no doubt that this is one of the most widely used and most
important inequalities in all of mathematics. A central aim of this course
— or master class — is to suggest a path to mastery of this inequality,
its many extensions, and its many applications — from the most basic
to the most sublime.

THE TYPICAL PLAN

The typical chapter in this course is built around the solution of a
small set of challenge problems. Sometimes a challenge problem is drawn
from one of the world’s famous mathematical competitions, but more
often a problem is chosen because it illustrates a mathematical technique
of wide applicability.

Ironically, our first challenge problem is an exception. To be sure, the
problem hopes to offer honest coaching in techniques of importance, but
it is unusual in that it asks you to solve a problem that you are likely to
have seen before. Nevertheless, the challenge is sincere; almost everyone
finds some difficulty directing fresh thoughts toward a familiar problem.

Problem 1.1 Prove Cauchy’s inequality. Moreover, if you already know
a proof of Cauchy’s inequality, find another one!

COACHING FOR A PLACE TO START

How does one solve a problem in a fresh way? Obviously there cannot
be any universal method, but there are some hints that almost always
help. One of the best of these is to try to solve the problem by means
of a specific principle or specific technique.

Here, for example, one might insist on proving Cauchy’s inequality

© Cambridge University Press www.cambridge.org



http://www.cambridge.org/0521837758
http://www.cambridge.org
http://www.cambridge.org

Cambridge University Press

0521837758 - The Cauchy-Schwarz Master Class: An Introduction to the Art of
Mathematical Inequalities

J. Michael Steele

Excerpt

More information

2 Starting with Cauchy

just by algebra — or just by geometry, by trigonometry, or by calculus.
Miraculously enough, Cauchy’s inequality is wonderfully provable, and
each of these approaches can be brought to a successful conclusion.

A PRINCIPLED BEGINNING

If one takes a dispassionate look at Cauchy’s inequality, there is an-
other principle that suggests itself. Any time one faces a valid propo-
sition that depends on an integer n, there is a reasonable chance that
mathematical induction will lead to a proof. Since none of the standard
texts in algebra or analysis gives such a proof of Cauchy’s inequality,
this principle also has the benefit of offering us a path to an “original”
proof — provided, of course, that we find any proof at all.

When we look at Cauchy’s inequality for n = 1, we see that the
inequality is trivially true. This is all we need to start our induction,
but it does not offer us any insight. If we hope to find a serious idea,
we need to consider n = 2 and, in this second case, Cauchy’s inequality
just says

(a1b1 + a2b2)2 < (a% + a%)(b% + b%) (1.1)

This is a simple assertion, and you may see at a glance why it is true.
Still, for the sake of argument, let us suppose that this inequality is not
so obvious. How then might one search systematically for a proof?

Plainly, there is nothing more systematic than simply expanding both
sides to find the equivalent inequality

a2b? 4 2a1biasby + a2bs < a2b? + a2b32 + a2b? + alb3,

then, after we make the natural cancellations and collect terms to one
side, we see that inequality (1.1) is also equivalent to the assertion that

0 S (a1b2)2 — 2(a1b2)(a261) -+ (a2b1)2. (12)

This equivalent inequality actually puts the solution of our problem
within reach. From the well-known factorization z2 —2xy+y? = (z—y)?
one finds

(a1b2)2 — 2((11[)2)(@21)1) + (a2b1)2 = (a1b2 - a2b1)2, (13)

and the nonnegativity of this term confirms the truth of inequality (1.2).
By our chain of equivalences, we find that inequality (1.1) is also true,
and thus we have proved Cauchy’s inequality for n = 2.

THE INDUCTION STEP

Now that we have proved a nontrivial case of Cauchy’s inequality, we

© Cambridge University Press www.cambridge.org



http://www.cambridge.org/0521837758
http://www.cambridge.org
http://www.cambridge.org

Cambridge University Press

0521837758 - The Cauchy-Schwarz Master Class: An Introduction to the Art of
Mathematical Inequalities

J. Michael Steele

Excerpt

More information

Starting with Cauchy 3

are ready to look at the induction step. If we let H(n) stand for the
hypothesis that Cauchy’s inequality is valid for n, we need to show that
H(2) and H(n) imply H(n+1). With this plan in mind, we do not need
long to think of first applying the hypothesis H(n) and then using H(2)
to stitch together the two remaining pieces. Specifically, we have

a1by + agbs + - - -+ anby + ant1bp41
= (a1by + agby + - -+ + anby) + ant1bnt1
<(ad+a3+--+ad)? (07 + 03+ +b2)% +anpabai
<(ad+ad+ - +ad+ali)? (R b3+ b2 42,8,

where in the first inequality we used the induction hypothesis H(n), and
in the second inequality we used H(2) in the form

OB+ aniibpir < (0 + a2y y)? (B + b))%
with the new variables
o= (a%—&—a%—l—---—i—ai)% and (= (b%—f—b%—l—-n—l—bi)%.

The only difficulty one might have finding this proof comes in the
last step where we needed to see how to use H(2). In this case the
difficulty was quite modest, yet it anticipates the nature of the challenge
one finds in more sophisticated problems. The actual application of
Cauchy’s inequality is never difficult; the challenge always comes from
seeing where Cauchy’s inequality should be applied and what one gains
from the application.

THE PRINCIPLE OF QUALITATIVE INFERENCES

Mathematical progress depends on the existence of a continuous stream
of new problems, yet the processes that generate such problems may
seem mysterious. To be sure, there is genuine mystery in any deeply
original problem, but most new problems evolve quite simply from well-
established principles. One of the most productive of these principles
calls on us to expand our understanding of a quantitative result by first
focusing on its qualitative inferences.

Almost any significant quantitative result will have some immediate
qualitative corollaries and, in many cases, these corollaries can be derived
independently, without recourse to the result that first brought them to
light. The alternative derivations we obtain this way often help us to see
the fundamental nature of our problem more clearly. Also, much more
often than one might guess, the qualitative approach even yields new

© Cambridge University Press www.cambridge.org



http://www.cambridge.org/0521837758
http://www.cambridge.org
http://www.cambridge.org

Cambridge University Press

0521837758 - The Cauchy-Schwarz Master Class: An Introduction to the Art of
Mathematical Inequalities

J. Michael Steele

Excerpt

More information

4 Starting with Cauchy
quantitative results. The next challenge problem illustrates how these

vague principles can work in practice.

Problem 1.2 One of the most immediate qualitative inferences from
Cauchy’s inequality is the simple fact that

Zai < oo and Zbi < oo imply that Z |akby| < 0. (1.4)
k=1 k=1 k=1

Give a proof of this assertion that does not call on Cauchy’s inequality.

When we consider this challenge, we are quickly drawn to the realiza-
tion that we need to show that the product axby is small when ai and
b2 are small. We could be sure of this inference if we could prove the
existence of a constant C' such that

zy < C(z? + %) for all real z,y.

Fortunately, as soon as one writes down this inequality, there is a good
chance of recognizing why it is true. In particular, one might draw the
link to the familiar factorization

0< (z—y)?* =2 -2y +¢°,
and this observation is all one needs to obtain the bound
1 1
zy < 51‘2 + §y2 for all real z, y. (1.5)

Now, when we apply this inequality to = |ax| and y = |bx| and then
sum over all k, we find the interesting additive inequality

> labi| < EZaiJrEZbi. (1.6)
k=1 k=1 k=1

This bound gives us another way to see the truth of the qualitative
assertion (1.4) and, thus, it passes one important test. Still, there are
other tests to come.

A TEST OF STRENGTH

Any time one meets a new inequality, one is almost duty bound to
test the strength of that inequality. Here that obligation boils down
to asking how close the new additive inequality comes to matching the
quantitative estimates that one finds from Cauchy’s inequality.

The additive bound (1.6) has two terms on the right-hand side, and
Cauchy’s inequality has just one. Thus, as a first step, we might look
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Starting with Cauchy 5

for a way to combine the two terms of the additive bound (1.6), and a
natural way to implement this idea is to normalize the sequences {ax}
and {bx} so that each of the right-hand sums is equal to one.

Thus, if neither of the sequences is made up of all zeros, we can intro-
duce new variables

&kak/(Zai) and l;kbk/(Zb?) s
J J

which are normalized in the sense that
it =y {at/(Xe3) } =

and

Now, when we apply inequality (1.6) to the sequences {ax} and {Bk},
we obtain the simple-looking bound

~ 7 1 — ~2 1 — 72
akbk§52ak+52bk:1
k=1 k=1 k=1

oo

and, in terms of the original sequences {ay} and {by}, we have

() Yo (39) )=

J

Finally, when we clear the denominators, we find our old friend Cauchy’s
inequality — though this time it also covers the case of possibly infinite
sequences:

g:lakbkg <§a?>;(§b§>; (1.7)

The additive bound (1.6) led us to a proof of Cauchy’s inequality
which is quick, easy, and modestly entertaining, but it also connects to
a larger theme. Normalization gives us a systematic way to pass from
an additive inequality to a multiplicative inequality, and this is a trip
we will often need to make in the pages that follow.

ITEM IN THE DockK: THE CASE OF EQUALITY

One of the enduring principles that emerges from an examination
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6 Starting with Cauchy

of the ways that inequalities are developed and applied is that many
benefits flow from understanding when an inequality is sharp, or nearly
sharp. In most cases, this understanding pivots on the discovery of the
circumstances where equality can hold.

For Cauchy’s inequality this principle suggests that we should ask
ourselves about the relationship that must exist between the sequences
{ar} and {b;} in order for us to have

gakbk— (iai>%(§bi)% (1.8)

k=1

If we focus our attention on the nontrivial case where neither of the
sequences is identically zero and where both of the sums on the right-
hand side of the identity (1.8) are finite, then we see that each of the
steps we used in the derivation of the bound (1.7) can be reversed. Thus
one finds that the identity (1.8) implies the identity

D=5 > a
k=1 k=1

By the two-term bound xy < (22 + 4?)/2 , we also know that

Sl V]

1= ;o
+5 ;bk =1. (1.9)

N 1 1-
apby < §&i + Ebi forall k =1,2,..., (1.10)

and from these we see that if strict inequality were to hold for even one
value of k then we could not have the equality (1.9). This observation
tells us in turn that the case of equality (1.8) can hold for nonzero series
only when we have a5 = by, for all k = 1,2,.... By the definition of these
normalized values, we then see that

ap = Aby, forall k=1,2,..., (1.11)

where the constant \ is given by the ratio

(59 /(59"

=1

Here one should note that our argument was brutally straightforward,
and thus, our problem was not much of a challenge. Nevertheless, the
result still expresses a minor miracle; the one identity (1.8) has the
strength to imply an infinite number of identities, one for each value of
k=1,2,... in equation (1.11).
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Starting with Cauchy 7

BENEFITS OF GOOD NOTATION

Sums such as those appearing in Cauchy’s inequality are just barely
manageable typographically and, as one starts to add further features,
they can become unwieldy. Thus, we often benefit from the introduction
of shorthand notation such as

(a, b> = Zn:ajbj (1.12)

where a = (a1, az,...,a,) and b = (b1, bs,...,b,). This shorthand now
permits us to write Cauchy’s inequality quite succinctly as

(a,b) < (a,a)?(b,b)?. (1.13)

Parsimony is fine, but there are even deeper benefits to this notation
if one provides it with a more abstract interpretation. Specifically, if
V is a real vector space (such as R?), then we say that a function on
V' x V defined by the mapping (a,b) — (a,b) is an inner product and
we say that (V, (-,-)) is a real inner product space provided that the pair
(V,(-,-)) has the following five properties:

) (v,v) >0 for all v eV,

) 0 if and only if v =0,

(iii) (av,w) = a{v,w) foralla e Rand all v,w €V,
) (u,v+w)=(u,v)+ (u,w) foralluv,weV, and finally,
) (v

,w)=(w,v) forallv,weV.

One can easily check that the shorthand introduced by the sum (1.12)
has each of these properties, but there are many further examples of use-
ful inner products. For example, if we fix a set of positive real numbers
{w; : 7 =1,2,...,n} then we can just as easily define an inner product
on R" with the weighted sums

(a,b) = Zajbjwj (1.14)
j=1

and, with this definition, one can check just as before that (a, b) satisfies
all of the properties that one requires of an inner product. Moreover, this
example only reveals the tip of an iceberg; there are many useful inner
products, and they occur in a great variety of mathematical contexts.
An especially useful example of an inner product can be given by
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8 Starting with Cauchy

considering the set V' = Cl[a,b] of real-valued continuous functions on
the bounded interval [a,b] and by defining (-,-) on V' by setting

(f.9) = / f(@)g() dz, (1.15)

or more generally, if w : [a,b] — R is a continuous function such that
w(z) > 0 for all z € [a,b], then one can define an inner product on
Cla, b] by setting

b
(f.g) = / f(@)g(xyw(z) dr.

We will return to these examples shortly, but first there is an opportunity
that must be seized.

AN OPPORTUNISTIC CHALLENGE

We now face one of those pleasing moments when good notation sug-
gests a good theorem. We introduced the idea of an inner product in
order to state the basic form (1.7) of Cauchy’s inequality in a simple
way, and now we find that our notation pulls us toward an interesting
conjecture: Can it be true that in every inner product space one has the
inequality (v,w) < (v,v)2 (w, w)z? This conjecture is indeed true, and
when framed more precisely, it provides our next challenge problem.

Problem 1.3 For any real inner product space (V,{,-)), one has for all
v and w in V that

(v,w) < <v,v>%<w,w>%; (1.16)
moreover, for nonzero vectors v and w, one has
(v,w) = (v,v>%<w,w>% if and only if v = Aw
for a nonzero constant .

As before, one may be tempted to respond to this challenge by just
rattling off a previously mastered textbook proof, but that temptation
should still be resisted. The challenge offered by Problem 1.3 is impor-
tant, and it deserves a fresh response — or, at least, a relatively fresh
response.

For example, it seems appropriate to ask if one might be able to use
some variation on the additive method which helped us prove the plain
vanilla version of Cauchy’s inequality. The argument began with the
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Starting with Cauchy 9

observation that (z — y)? > 0 implies 2y < 22/2 + 3?/2, and one might
guess that an analogous idea could work again in the abstract case.
Here, of course, we need to use the defining properties of the inner
product, and, as we go down the list looking for an analog to (x—y)? > 0,
we are quite likely to hit on the idea of using property (i) in the form

(v—-—w,v—w)>0.

Now, when we expand this inequality with the help of the other proper-
ties of the inner product (-, -), we find that

(v,w) < %(v,v} + %(w,w>. (1.17)

This is a perfect analog of the additive inequality that gave us our second
proof of the basic Cauchy inequality, and we face a classic situation where
all that remains is a “matter of technique.”

A RETRACED PASSAGE — CONVERSION OF AN ADDITIVE BOUND

Here we are oddly lucky since we have developed only one technique
that is even remotely relevant — the normalization method for convert-
ing an additive inequality into one that is multiplicative. Normalization
means different things in different places, but, if we take our earlier anal-
ysis as our guide, what we want here is to replace v and w with related
terms that reduce the right side of the bound (1.17) to 1.

Since the inequality (1.16) holds trivially if either v or w is equal to
zero, we may assume without loss of generality that (v,v) and (w,w)
are both nonzero, so the normalized variables

v=v/(v,v)? and W =w/(w,w)? (1.18)

are well defined. When we substitute these values for v and w in the
bound (1.17), we then find (v, w) < 1. In terms of the original variables
v and w, this tells us (v,w) < (v,v)z(w,w)z, just as we wanted to
show.

Finally, to resolve the condition for equality, we only need to exam-
ine our reasoning in reverse. If equality holds in the abstract Cauchy
inequality (1.16) for nonzero vectors v and w, then the normalized vari-
ables v and w are well defined. In terms of the normalized variables,
the equality of (v, w) and (v,v)z(w,w)2 tells us that (v, w) = 1, and
this tells us in turn that (v — W,V — W) = 0 simply by expansion of the
inner product. From this we deduce that v —w = 0; or, in other words,
v = Aw where we set A = (v, v)2 /(w, w)2.
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10 Starting with Cauchy

THE PACE OF SCIENCE — THE DEVELOPMENT OF EXTENSIONS

Augustin-Louis Cauchy (1789-1857) published his famous inequality
in 1821 in the second of two notes on the theory of inequalities that
formed the final part of his book Cours d’Analyse Algébrique, a vol-
ume which was perhaps the world’s first rigorous calculus text. Oddly
enough, Cauchy did not use his inequality in his text, except in some
illustrative exercises. The first time Cauchy’s inequality was applied
in earnest by anyone was in 1829, when Cauchy used his inequality in
an investigation of Newton’s method for the calculation of the roots of
algebraic and transcendental equations. This eight-year gap provides
an interesting gauge of the pace of science; now, each month, there are
hundreds — perhaps thousands — of new scientific publications where
Cauchy’s inequality is applied in one way or another.

A great many of those applications depend on a natural analog of
Cauchy’s inequality where sums are replaced by integrals,

/ab flx)g(x) de < (/ab (=) d:zc>é (/abg2(x) dm) y (1.19)

This bound first appeared in print in a Mémoire by Victor Yacovlevich
Bunyakovsky which was published by the Imperial Academy of Sciences
of St. Petersburg in 1859. Bunyakovsky (1804-1889) had studied in
Paris with Cauchy, and he was quite familiar with Cauchy’s work on
inequalities; so much so that by the time he came to write his Mémoire,
Bunyakovsky was content to refer to the classical form of Cauchy’s in-
equality for finite sums simply as well-known. Moreover, Bunyakovsky
did not dawdle over the limiting process; he took only a single line to
pass from Cauchy’s inequality for finite sums to his continuous analog
(1.19). By ironic coincidence, one finds that this analog is labelled as in-
equality (C) in Bunyakovsky’s Mémoire, almost as though Bunyakovsky
had Cauchy in mind.

Bunyakovsky’s Mémoire was written in French, but it does not seem
to have circulated widely in Western Europe. In particular, it does not
seem to have been known in Gottingen in 1885 when Hermann Amandus
Schwarz (1843-1921) was engaged in his fundamental work on the theory
of minimal surfaces.

In the course of this work, Schwarz had the need for a two-dimensional
integral analog of Cauchy’s inequality. In particular, he needed to show
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