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Introduction to Text Mining

I.1 DEFINING TEXT MINING

Text mining can be broadly defined as a knowledge-intensive process in which a user
interacts with a document collection over time by using a suite of analysis tools. In
a manner analogous to data mining, text mining seeks to extract useful information
from data sources through the identification and exploration of interesting patterns.
In the case of text mining, however, the data sources are document collections, and
interesting patterns are found not among formalized database records but in the
unstructured textual data in the documents in these collections.

Certainly, text mining derives much of its inspiration and direction from seminal
research on data mining. Therefore, it is not surprising to find that text mining and
data mining systems evince many high-level architectural similarities. For instance,
both types of systems rely on preprocessing routines, pattern-discovery algorithms,
and presentation-layer elements such as visualization tools to enhance the browsing
of answer sets. Further, text mining adopts many of the specific types of patterns in
its core knowledge discovery operations that were first introduced and vetted in data
mining research.

Because data mining assumes that data have already been stored in a structured
format, much of its preprocessing focus falls on two critical tasks: Scrubbing and
normalizing data and creating extensive numbers of table joins. In contrast, for text
mining systems, preprocessing operations center on the identification and extrac-
tion of representative features for natural language documents. These preprocessing
operations are responsible for transforming unstructured data stored in document
collections into a more explicitly structured intermediate format, which is a concern
that is not relevant for most data mining systems.

Moreover, because of the centrality of natural language text to its mission, text
mining also draws on advances made in other computer science disciplines concerned
with the handling of natural language. Perhaps most notably, text mining exploits
techniques and methodologies from the areas of information retrieval, information
extraction, and corpus-based computational linguistics.
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2 Introduction to Text Mining

I.1.1 The Document Collection and the Document

A key element of text mining is its focus on the document collection. At its simplest,
a document collection can be any grouping of text-based documents. Practically
speaking, however, most text mining solutions are aimed at discovering patterns
across very large document collections. The number of documents in such collections
can range from the many thousands to the tens of millions.

Document collections can be either static, in which case the initial complement
of documents remains unchanged, or dynamic, which is a term applied to document
collections characterized by their inclusion of new or updated documents over time.
Extremely large document collections, as well as document collections with very high
rates of document change, can pose performance optimization challenges for various
components of a text mining system.

An illustration of a typical real-world document collection suitable as initial input
for text mining is PubMed, the National Library of Medicine’s online repository of
citation-related information for biomedical research papers. PubMed has received
significant attention from computer scientists interested in employing text mining
techniques because this online service contains text-based document abstracts for
more than 12 million research papers on topics in the life sciences. PubMed represents
the most comprehensive online collection of biomedical research papers published
in the English language, and it houses data relating to a considerable selection of
publications in other languages as well. The publication dates for the main body
of PubMed’s collected papers stretch from 1966 to the present. The collection is
dynamic and growing, for an estimated 40,000 new biomedical abstracts are added
every month.

Even subsections of PubMed’s data repository can represent substantial doc-
ument collections for specific text mining applications. For instance, a relatively
recent PubMed search for only those abstracts that contain the words protein or gene
returned a result set of more than 2,800,000 documents, and more than 66 percent
of these documents were published within the last decade. Indeed, a very narrowly
defined search for abstracts mentioning epidermal growth factor receptor returned
more than 10,000 documents.

The sheer size of document collections like that represented by PubMed makes
manual attempts to correlate data across documents, map complex relationships,
or identify trends at best extremely labor-intensive and at worst nearly impossible
to achieve. Automatic methods for identifying and exploring interdocument data
relationships dramatically enhance the speed and efficiency of research activities.
Indeed, in some cases, automated exploration techniques like those found in text
mining are not just a helpful adjunct but a baseline requirement for researchers to
be able, in a practicable way, to recognize subtle patterns across large numbers of
natural language documents.

Text mining systems, however, usually do not run their knowledge discovery algo-
rithms on unprepared document collections. Considerable emphasis in text mining is
devoted to what are commonly referred to as preprocessing operations. Typical text
mining preprocessing operations are discussed in detail in Chapter III.

Text mining preprocessing operations include a variety of different types of tech-
niques culled and adapted from information retrieval, information extraction, and
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I.1 Defining Text Mining 3

computational linguistics research that transform raw, unstructured, original-format
content (like that which can be downloaded from PubMed) into a carefully struc-
tured, intermediate data format. Knowledge discovery operations, in turn, are oper-
ated against this specially structured intermediate representation of the original doc-
ument collection.

The Document
Another basic element in text mining is the document. For practical purposes, a
document can be very informally defined as a unit of discrete textual data within a
collection that usually, but not necessarily, correlates with some real-world document
such as a business report, legal memorandum, e-mail, research paper, manuscript,
article, press release, or news story. Although it is not typical, a document can be
defined a little less arbitrarily within the context of a particular document collection
by describing a prototypical document based on its representation of a similar class
of entities within that collection.

One should not, however, infer from this that a given document necessarily exists
only within the context of one particular collection. It is important to recognize that a
document can (and generally does) exist in any number or type of collections – from
the very formally organized to the very ad hoc. A document can also be a member of
different document collections, or different subsets of the same document collection,
and can exist in these different collections at the same time. For example, a docu-
ment relating to Microsoft’s antitrust litigation could exist in completely different
document collections oriented toward current affairs, legal affairs, antitrust-related
legal affairs, and software company news.

“Weakly Structured” and “Semistructured” Documents
Despite the somewhat misleading label that it bears as unstructured data, a text
document may be seen, from many perspectives, as a structured object. From a lin-
guistic perspective, even a rather innocuous document demonstrates a rich amount
of semantic and syntactical structure, although this structure is implicit and to some
degree hidden in its textual content. In addition, typographical elements such as
punctuation marks, capitalization, numerics, and special characters – particularly
when coupled with layout artifacts such as white spacing, carriage returns, underlin-
ing, asterisks, tables, columns, and so on – can often serve as a kind of “soft markup”
language, providing clues to help identify important document subcomponents such
as paragraphs, titles, publication dates, author names, table records, headers, and
footnotes. Word sequence may also be a structurally meaningful dimension to a
document. At the other end of the “unstructured” spectrum, some text documents,
like those generated from a WYSIWYG HTML editor, actually possess from their
inception more overt types of embedded metadata in the form of formalized markup
tags.

Documents that have relatively little in the way of strong typographical, layout, or
markup indicators to denote structure – like most scientific research papers, business
reports, legal memoranda, and news stories – are sometimes referred to as free-
format or weakly structured documents. On the other hand, documents with extensive
and consistent format elements in which field-type metadata can be more easily
inferred – such as some e-mail, HTML Web pages, PDF files, and word-processing
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4 Introduction to Text Mining

files with heavy document templating or style-sheet constraints – are occasionally
described as semistructured documents.

I.1.2 Document Features

The preprocessing operations that support text mining attempt to leverage many
different elements contained in a natural language document in order to transform
it from an irregular and implicitly structured representation into an explicitly struc-
tured representation. However, given the potentially large number of words, phrases,
sentences, typographical elements, and layout artifacts that even a short document
may have – not to mention the potentially vast number of different senses that each
of these elements may have in various contexts and combinations – an essential task
for most text mining systems is the identification of a simplified subset of document
features that can be used to represent a particular document as a whole. We refer to
such a set of features as the representational model of a document and say that indi-
vidual documents are represented by the set of features that their representational
models contain.

Even with attempts to develop efficient representational models, each document
in a collection is usually made up of a large number – sometimes an exceedingly large
number – of features. The large number of features required to represent documents
in a collection affects almost every aspect of a text mining system’s approach, design,
and performance.

Problems relating to high feature dimensionality (i.e., the size and scale of possible
combinations of feature values for data) are typically of much greater magnitude in
text mining systems than in classic data mining systems. Structured representations of
natural language documents have much larger numbers of potentially representative
features – and thus higher numbers of possible combinations of feature values – than
one generally finds with records in relational or hierarchical databases.

For even the most modest document collections, the number of word-level fea-
tures required to represent the documents in these collections can be exceedingly
large. For example, in an extremely small collection of 15,000 documents culled from
Reuters news feeds, more than 25,000 nontrivial word stems could be identified.

Even when one works with more optimized feature types, tens of thousands of
concept-level features may still be relevant for a single application domain. The
number of attributes in a relational database that are analyzed in a data mining task
is usually significantly smaller.

The high dimensionality of potentially representative features in document col-
lections is a driving factor in the development of text mining preprocessing operations
aimed at creating more streamlined representational models. This high dimension-
ality also indirectly contributes to other conditions that separate text mining systems
from data mining systems such as greater levels of pattern overabundance and more
acute requirements for postquery refinement techniques.

Another characteristic of natural language documents is what might be described
as feature sparsity. Only a small percentage of all possible features for a document
collection as a whole appears in any single document, and thus when a document
is represented as a binary vector of features, nearly all values of the vector are zero.

www.cambridge.org© Cambridge University Press

Cambridge University Press
978-0-521-83657-9 - The Text Mining Handbook: Advanced Approaches in Analyzing Unstructured Data
Ronen Feldman and James Sanger
Excerpt
More information

http://www.cambridge.org/0521836573
http://www.cambridge.org
http://www.cambridge.org


I.1 Defining Text Mining 5

The tuple dimension is also sparse. That is, some features often appear in only a few
documents, which means that the support of many patterns is quite low.

Commonly Used Document Features: Characters, Words,
Terms, and Concepts
Because text mining algorithms operate on the feature-based representations of
documents and not the underlying documents themselves, there is often a trade-
off between two important goals. The first goal is to achieve the correct calibration
of the volume and semantic level of features to portray the meaning of a document
accurately, which tends to incline text mining preprocessing operations toward select-
ing or extracting relatively more features to represent documents. The second goal
is to identify features in a way that is most computationally efficient and practical
for pattern discovery, which is a process that emphasizes the streamlining of repre-
sentative feature sets; such streamlining is sometimes supported by the validation,
normalization, or cross-referencing of features against controlled vocabularies or
external knowledge sources such as dictionaries, thesauri, ontologies, or knowledge
bases to assist in generating smaller representative sets of more semantically rich
features.

Although many potential features can be employed to represent documents,1 the
following four types are most commonly used:

� Characters. The individual component-level letters, numerals, special characters
and spaces are the building blocks of higher-level semantic features such as words,
terms, and concepts. A character-level representation can include the full set of all
characters for a document or some filtered subset. Character-based representa-
tions without positional information (i.e., bag-of-characters approaches) are often
of very limited utility in text mining applications. Character-based representations
that include some level of positional information (e.g., bigrams or trigrams) are
somewhat more useful and common. In general, however, character-based rep-
resentations can often be unwieldy for some types of text processing techniques
because the feature space for a document is fairly unoptimized. On the other
hand, this feature space can in many ways be viewed as the most complete of any
representation of a real-world text document.

� Words. Specific words selected directly from a “native” document are at what
might be described as the basic level of semantic richness. For this reason, word-
level features are sometimes referred to as existing in the native feature space of
a document. In general, a single word-level feature should equate with, or have
the value of, no more than one linguistic token. Phrases, multiword expressions,
or even multiword hyphenates would not constitute single word-level features.
It is possible for a word-level representation of a document to include a feature
for each word within that document – that is the “full text,” where a document is
represented by a complete and unabridged set of its word-level features. This can

1 Beyond the three feature types discussed and defined here – namely, words, terms, and concepts – other
features that have been used for representing documents include linguistic phrases, nonconsecutive
phrases, keyphrases, character bigrams, character trigrams, frames, and parse trees.
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6 Introduction to Text Mining

lead to some word-level representations of document collections having tens or
even hundreds of thousands of unique words in its feature space. However, most
word-level document representations exhibit at least some minimal optimization
and therefore consist of subsets of representative features filtered for items such
as stop words, symbolic characters, and meaningless numerics.

� Terms. Terms are single words and multiword phrases selected directly from the
corpus of a native document by means of term-extraction methodologies. Term-
level features, in the sense of this definition, can only be made up of specific words
and expressions found within the native document for which they are meant to
be generally representative. Hence, a term-based representation of a document
is necessarily composed of a subset of the terms in that document. For example,
if a document contained the sentence

President Abraham Lincoln experienced a career that took him from log cabin
to White House,

a list of terms to represent the document could include single word forms such as
“Lincoln,” “took,” “career,” and “cabin” as well as multiword forms like “Presi-
dent Abraham Lincoln,” “log cabin,” and “White House.”

Several of term-extraction methodologies can convert the raw text of a native
document into a series of normalized terms – that is, sequences of one or more
tokenized and lemmatized word forms associated with part-of-speech tags. Some-
times an external lexicon is also used to provide a controlled vocabulary for term
normalization. Term-extraction methodologies employ various approaches for
generating and filtering an abbreviated list of most meaningful candidate terms
from among a set of normalized terms for the representation of a document. This
culling process results in a smaller but relatively more semantically rich document
representation than that found in word-level document representations.

� Concepts.2 Concepts are features generated for a document by means of man-
ual, statistical, rule-based, or hybrid categorization methodologies. Concept-level
features can be manually generated for documents but are now more commonly
extracted from documents using complex preprocessing routines that identify sin-
gle words, multiword expressions, whole clauses, or even larger syntactical units
that are then related to specific concept identifiers. For instance, a document col-
lection that includes reviews of sports cars may not actually include the specific
word “automotive” or the specific phrase “test drives,” but the concepts “auto-
motive” and “test drives” might nevertheless be found among the set of concepts
used to to identify and represent the collection.

Many categorization methodologies involve a degree of cross-referencing
against an external knowledge source; for some statistical methods, this source
might simply be an annotated collection of training documents. For manual
and rule-based categorization methods, the cross-referencing and validation of
prospective concept-level features typically involve interaction with a “gold
standard” such as a preexisting domain ontology, lexicon, or formal concept

2 Although some computer scientists make distinctions between keywords and concepts (e.g., Blake and
Pratt 2001), this book recognizes the two as relatively interchangeable labels for the same feature type
and will generally refer to either under the label concept.
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I.1 Defining Text Mining 7

hierarchy – or even just the mind of a human domain expert. Unlike word- and
term-level features, concept-level features can consist of words not specifically
found in the native document.

Of the four types of features described here, terms and concepts reflect the fea-
tures with the most condensed and expressive levels of semantic value, and there
are many advantages to their use in representing documents for text mining pur-
poses. With regard to the overall size of their feature sets, term- and concept-based
representations exhibit roughly the same efficiency but are generally much more
efficient than character- or word-based document models. Term-level representa-
tions can sometimes be more easily and automatically generated from the original
source text (through various term-extraction techniques) than concept-level rep-
resentations, which as a practical matter have often entailed some level of human
interaction.

Concept-level representations, however, are much better than any other feature-
set representation at handling synonymy and polysemy and are clearly best at relat-
ing a given feature to its various hyponyms and hypernyms. Concept-based rep-
resentations can be processed to support very sophisticated concept hierarchies,
and arguably provide the best representations for leveraging the domain knowledge
afforded by ontologies and knowledge bases.

Still, concept-level representations do have a few potential drawbacks. Possi-
ble disadvantages of using concept-level features to represent documents include
(a) the relative complexity of applying the heuristics, during preprocessing opera-
tions, required to extract and validate concept-type features and (b) the domain-
dependence of many concepts.3

Concept-level document representations generated by categorization are often
stored in vector formats. For instance, both CDM-based methodologies and Los
Alamos II–type concept extraction approaches result in individual documents being
stored as vectors.

Hybrid approaches to the generation of feature-based document representations
can exist. By way of example, a particular text mining system’s preprocessing oper-
ations could first extract terms using term extraction techniques and then match or
normalize these terms, or do both, by winnowing them against a list of meaning-
ful entities and topics (i.e., concepts) extracted through categorization. Such hybrid
approaches, however, need careful planning, testing, and optimization to avoid hav-
ing dramatic – and extremely resource-intensive – growth in the feature dimensional-
ity of individual document representations without proportionately increased levels
of system effectiveness.

For the most part, this book concentrates on text mining solutions that rely on
documents represented by concept-level features, referring to other feature types
where necessary to highlight idiosyncratic characteristics or techniques. Neverthe-
less, many of the approaches described in this chapter for identifying and browsing
patterns within document collections based on concept-level representations can also

3 It should at least be mentioned that there are some more distinct disadvantages to using manually
generated concept-level representations. For instance, manually generated concepts are fixed, labor-
intensive to assign, and so on. See Blake and Pratt (2001).
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8 Introduction to Text Mining

be applied – perhaps with varying results – to document collections represented by
other feature models.

Domains and Background Knowledge
In text mining systems, concepts belong not only to the descriptive attributes of a
particular document but generally also to domains. With respect to text mining, a
domain has come to be loosely defined as a specialized area of interest for which
dedicated ontologies, lexicons, and taxonomies of information may be developed.

Domains can include very broad areas of subject matter (e.g., biology) or more
narrowly defined specialisms (e.g., genomics or proteomics). Some other noteworthy
domains for text mining applications include financial services (with significant sub-
domains like corporate finance, securities trading, and commodities.), world affairs,
international law, counterterrorism studies, patent research, and materials science.
Text mining systems with some element of domain-specificity in their orientation –
that is, most text mining systems designed for a practical purpose – can leverage
information from formal external knowledge sources for these domains to greatly
enhance elements of their preprocessing, knowledge discovery, and presentation-
layer operations.

Domain knowledge, perhaps more frequently referred to in the literature as
background knowledge, can be used in text mining preprocessing operations to
enhance concept extraction and validation activities. Access to background knowl-
edge – although not strictly necessary for the creation of concept hierarchies within
the context of a single document or document collection – can play an important
role in the development of more meaningful, consistent, and normalized concept
hierarchies.

Text mining makes use of background knowledge to a greater extent than, and
in different ways from, data mining. For advanced text mining applications that can
take advantage of background knowledge, features are not just elements in a flat
set, as is most often the case in structured data applications. By relating features
by way of lexicons and ontologies, advanced text mining systems can create fuller
representations of document collections in preprocessing operations and support
enhanced query and refinement functionalities.

Indeed, background knowledge can be used to inform many different elements
of a text mining system. In preprocessing operations, background knowledge is
an important adjunct to classification and concept-extraction methodologies. Back-
ground knowledge can also be leveraged to enhance core mining algorithms and
browsing operations. In addition, domain-oriented information serves as one of the
main bases for search refinement techniques.

In addition, background knowledge may be utilized by other components of a
text mining system. For instance, background knowledge may be used to construct
meaningful constraints in knowledge discovery operations. Likewise, background
knowledge may also be used to formulate constraints that allow users greater flexi-
bility when browsing large result sets.

I.1.3 The Search for Patterns and Trends

Although text mining preprocessing operations play the critical role of trans-
forming unstructured content of a raw document collection into a more tractable
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I.1 Defining Text Mining 9

concept-level data representation, the core functionality of a text mining system
resides in the analysis of concept co-occurrence patterns across documents in a col-
lection. Indeed, text mining systems rely on algorithmic and heuristic approaches
to consider distributions, frequent sets, and various associations of concepts at an
interdocument level in an effort to enable a user to discover the nature and relation-
ships of concepts as reflected in the collection as a whole.

For example, in a collection of news articles, a large number of articles on politician
X and “scandal” may indicate a negative image of the character of X and alert his or
her handlers to the need for a new public relations campaign. Or, a growing number
of articles on company Y and product Z may indicate a shift of focus in company
Y’s interests – a shift that should be noted by its competitors. In another example,
a potential relationship might be inferred between two proteins P1 and P2 by the
pattern of (a) several articles mentioning the protein P1 in relation to the enzyme
E1, (b) a few articles describing functional similarities between enzymes E1 and E2

without referring to any protein names, and (c) several articles linking enzyme E2

to protein P2. In all three of these examples, the information is not provided by any
single document but rather from the totality of the collection. Text mining’s methods
of pattern analysis seek to discover co-occurrence relationships between concepts as
reflected by the totality of the corpus at hand.

Text mining methods – often based on large-scale, brute-force search directed
at large, high-dimensionality feature sets – generally produce very large numbers of
patterns. This results in an overabundance problem with respect to identified patterns
that is usually much more severe than that encountered in data mining applications
aimed at structured data sources.

A main operational task for text mining systems is to enable a user to limit pattern
overabundance by providing refinement capabilities that key on various specifiable
measures of “interestingness” for search results. Such refinement capabilities prevent
system users from getting overwhelmed by too many uninteresting results.

The problem of pattern overabundance can exist in all knowledge discovery activ-
ities. It is simply heightened when interacting with large collections of text documents,
and, therefore, text mining operations must necessarily be conceived to provide not
only relevant but also manageable result sets to a user.

Text mining also builds on various data mining approaches first specified in
Lent, Agrawal, and Srikant (1997) to identify trends in data. In text mining, trend
analysis relies on date-and-time stamping of documents within a collection so that
comparisons can be made between a subset of documents relating to one period and
a subset of documents relating to another.

Trend analysis across document subsets attempts to answer certain types of ques-
tions. For instance, in relation to a collection of news stories, Montes-y-Gomez,
Gelbukh, and Lopez-Lopez (2001b) suggests that trend analysis concerns itself with
questions such as the following:

� What is the general trend of the news topics between two periods (as represented
by two different document subsets)?

� Are the news topics nearly the same or are they widely divergent across the two
periods?

� Can emerging and disappearing topics be identified?
� Did any topics maintain the same level of occurrence during the two periods?
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10 Introduction to Text Mining

In these illustrative questions, individual “news topics” can be seen as specific con-
cepts in the document collection. Different types of trend analytics attempt to com-
pare the frequencies of such concepts (i.e., number of occurrences) in the docu-
ments that make up the two periods’ respective document subcollections. Additional
types of analysis, also derived from data mining, that can be used to support trend
analysis are ephemeral association discovery and deviation detection. Some specific
methods of trend analysis are described in Section II.1.5.

I.1.4 The Importance of the Presentation Layer

Perhaps the key presentation layer functionality supported by text mining systems
is browsing. Most contemporary text mining systems support browsing that is both
dynamic and content-based, for the browsing is guided by the actual textual content
of a particular document collection and not by anticipated or rigorously prespecified
structures. Commonly, user browsing is facilitated by the graphical presentation of
concept patterns in the form of a hierarchy to aid interactivity by organizing concepts
for investigation.

Browsing is also navigational. Text mining systems confront a user with extremely
large sets of concepts obtained from potentially vast collections of text documents.
Consequently, text mining systems must enable a user to move across these concepts
in such a way as to always be able to choose either a “big picture” view of the
collection in toto or to drill down on specific – and perhaps very sparsely identified –
concept relationships.

Visualization tools are often employed by text mining systems to facilitate navi-
gation and exploration of concept patterns. These use various graphical approaches
to express complex data relationships. In the past, visualization tools for text min-
ing sometimes generated static maps or graphs that were essentially rigid snapshots
of patterns or carefully generated reports displayed on the screen or printed by an
attached printer. State-of-the-art text mining systems, however, now increasingly rely
on highly interactive graphic representations of search results that permit a user to
drag, pull, click, or otherwise directly interact with the graphical representation of
concept patterns. Visualization approaches, like that seen in Figure I.1, are discussed
more fully in Chapter X.

Several additional types of functionality are commonly supported within the front
ends of text mining systems. Because, in many respects, the presentation layer of a
text mining system really serves as the front end for the execution of the system’s core
knowledge discovery algorithms, considerable attention has been focused on provid-
ing users with friendlier and more powerful methods for executing these algorithms.
Such methods can become powerful and complex enough to necessitate developing
dedicated query languages to support the efficient parameterization and execution
of specific types of pattern discovery queries. The use of the presentation layer for
query execution and simple browsing is discussed in Chapter IX.

At the same time, consistent with an overall emphasis on user empowerment,
the designers of many text mining systems have moved away from limiting a user to
running only a certain number of fixed, preprogrammed search queries. Instead,
these text mining systems are designed to expose much of their search functionality
to the user by opening up direct access to their query languages by means of query
language interfaces or command-line query interpreters.
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