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Preface

Linear models are a powerful and useful set of methods in a large number of settings.

Very briefly, there is some outcome measurement that is very important to us and we

want to explain variations in its values in terms of other measurements in the data.

The heights of several trees can be explained in terms of the trees’ ages, for example.

It is not a straight line relationship, of course, but knowledge of a tree’s age offers

us a large amount of explanatory value. We might also want to take into account

the effects of measurements on the amount of light, water, nutrients, and weather

conditions experienced by each tree. Some of these measurements will have greater

explanatory value than others and we may want to quantify the relative usefulness

of these different measures. Even after we are given all of this information, some

trees will appear to thrive and others will remain stunted, when all are subjected to

identical conditions. This variability is the whole reason for statistics existing as a

scientific discipline. We usually try to avoid the use of the word “prediction” because

this assumes that there is a cause-and-effect relationship. A tree’s age does not directly

cause it to grow, for example, but rather, a cumulative process associated with many

environmental factors results in increasing height and continued survival. The best

estimate we can make is a statement about the behavior of the average tree under

identical conditions.

Many of my students go on to work in the pharmaceutical or health-care industry

after graduating with a masters degree. Consequently, the choice of examples has a

decidedly health/medical bias. We expect our students to be useful to their employers

the day they leave our program so there is not a lot of time to spend on advanced

theory that is not directly applicable. Not all of the examples are from the health

sciences. Diverse examples such as the number of lottery winners and temperatures

in various US cities are part of our common knowledge. Such examples do not need

a lengthy explanation for the reader to appreciate many of the aspects of the data

being presented.

How is this book different? The mathematical content and notation are kept to

an absolute minimum. To paraphrase the noted physicist Steven Hawking, who
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x Preface

has written extensively for the popular audience, every equation loses half of your

audience. There is really no need for formulas and their derivations in a book of

this type if we rely on the computer to calculate quantities of interest. Long gone are

the days of doing statistics with calculators or on the back of an envelope. Students

of mathematical statistics should be able to provide the derivations of the formulas

but they represent a very different audience. All of the important formulas are

programmed in software so there is no need for the general user to know these.

The three important skills needed by a well-educated student of applied statistics

are

1. Recognize the appropriate method needed in a given setting.

2. Have the necessary computer skills to perform the analysis.

3. Be able to interpret the output and draw conclusions in terms of the original data.

This book gives examples to introduce the reader to a variety of commonly

encountered settings and provides guidance through these to complete these three

goals. Not all possible situations can be described, of course, but the chosen settings

include a broad survey of the type of problems the student of applied statistics is

likely to run into.

What do I ask of my readers? We still need to use a lot of mathematical concepts

such as the connection between a linear equation and drawing the line on X − Y

coordinates. There will be algebra and special functions such as square roots and

logarithms. Logarithms, while we are on the subject, are always to the base e (=2.718)

and not base 10.

We will also need a nodding acquaintance with the concepts of calculus. Many of

us may have taken calculus in college, a long time ago, and not had much need to use it

in the years since then. Perhaps we intentionally chose a course of study that avoided

abstract mathematics. Even so, calculus represents an important and useful tool. The

definition of the derivative of a function (What does this new function represent?)

and integral (What does this new function represent?) are needed although we will

never need to actually find a derivative or an integral. The necessary refresher to

these important concepts is given in Section 1.4.

Also helpful is a previous course in statistics. The reader should be familiar with the

mean and standard deviation, normal and binomial distributions, and hypothesis

tests in general and the chi-squared and t-tests specifically. These important concepts

are reviewed in Chapter 2 but an appreciation of these important ideas is almost a

full course in itself. There is a large reliance on p-values in scientific research so it is

important to know exactly what these represent.

There are a number of excellent general-purpose statistical packages available. We

have chosen to illustrate our examples using SAS because of its wide acceptance and

use in many industries but especially health care and pharmaceutical. Most of the

examples given here are small, to emphasize interpretation and encourage practice.

These datasets could be examined by most software packages. SAS, however, is
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xi Preface

capable of handling huge datasets so the skills learned here can easily be used if and

when much larger projects are encountered later.

The reader should already have some familiarity with running SAS on a computer.

This would include using the editor to change the program, submitting the program,

and retrieving and then printing the output. There are also popular point-and-click

approaches to data analysis. While these are quick and acceptable, their ease of use

comes with the price of not always being able to repeat the analysis because of the

lack of a printed record of the steps that were taken. Data analysis, then, should be

reproducible.

We will review some of the basics of SAS but a little hand-holding will prevent

some of the agonizing frustrations that can occur when first starting out. Running the

computer and, more generally, doing the exercises in this book are a very necessary

part of learning statistics. Just as you cannot learn to play the piano simply by

reading a book, statistical expertise, and the accompanying computer skills, can only

be obtained through hours of active participation in the relevant act. Again, much

like the piano, the instrument is not damaged by playing a wrong note. Nobody will

laugh at you if you try something truly outlandish on the computer either. Perhaps

something better will come of a new look at a familiar setting. Similarly, the reader is

encouraged to look at the data and try a variety of different ways of looking, plotting,

modeling, transforming, and manipulating. Unlike a mathematical problem with

only one correct solution (contrary to many of our preconceived notions), there is

often a lot of flexibility in the way statistics can be applied to summarize a set of data.

As with yet another analogy to music, there are many ways to play the same song.
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