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Decomposing DNA

1.1. DNA Sequences

The realization that the genetic blueprint of a living organism is recorded
in its DNA molecules developed over more than a century – slowly on the
scale of the lifetime of the individual, but instantaneously on the scale of
societal development. Divining the fashion in which this information is used
by the organism is an enormous challenge that promises to dominate the life
sciences for the foreseeable future. A crucial preliminary is, of course, that of
actually compiling the sequence that defines the DNA of a given organism,
and a fair amount of effort is devoted here to examples of how this has been
and is being accomplished. We focus on nuclear DNA, ignoring the miniscule
mitochondrial DNA.

To start, let us introduce the major actor in the current show of life, the
DNA chain, a very long polymer with a high degree of commonality –
99.8%, to within rearrangement of sections – among members of a given
species [see Alberts et al. (1989) for an encyclopedic account of the bio-
logy, Cooper (1992) for a brief version, Miura (1986), and Gindikin (1992)
for brief mathematical overviews]. The backbone of the DNA polymer is
an alternating chain of phosphate (PO4) and sugar (S) groups. The sugar is
deoxyribose (an unmarked vertex in its diagrammatic representation always
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2 Decomposing DNA

signifies a carbon atom) with standard identification of the five carbons
as shown. Successive sugars are joined by a phosphate group (phosphoric
acid, H3PO4, in which we can imagine that two hydrogens have combined
with 3′ and 5′OHs groups of the sugar, with the elimination of water,
whereas one hydrogen has disappeared to create a negative ion); the whole
chain then has a characteristic 5′–3′ orientation (left to right in typical
diagrams, corresponding to the direction of “reading,” also upstream to down-
stream). However, the crucial components are the side chains or bases

(attached to 1′ of the sugar, again with elimination of water) of four types.
Two of these are pyrimidines, built on a six-member ring of four carbons
and two nitrogens (single and double bonds are indicated, carbons are im-
plicit at line junctions). Note: Pyrimidine, cytosine, and thymine all have the
letter y.
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1.1. DNA Sequences 3
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Two are the more bulky purines, built on joined five- and six-member rings
(adenine, with empirical formula H5C5N5, used to have the threatening name
pentahydrogen cyanide, of possible evolutionary significance).
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DNA chains are normally present as pairs, in the famous Watson–Crick
double-helix conformation, enhancing their mechanical integrity. The two
strands are bound through pairs of bases, pyrimidines to purines, by means
of hydrogen bonds (. . . . . .), and chemical fitting requires that A must pair
with T, G with C; thus each chain uniquely determines its partner. The DNA
“alphabet” consists of only the four letters A, T, G, and C, but the full text
is very long indeed, some 3 × 109 base pairs in the human. Roughly 3% of
our DNA four-letter information is allocated to genes, “words” that translate
into the proteins that, among other activities, create the enzymatic machinery
that drives biochemistry, as well as instructional elements, the rest having
unknown – perhaps mechanical – function.
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4 Decomposing DNA

base pairing
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Double-chain DNA is typically represented in linear fashion, e.g.,

5′ A C G T G A C 3′
...

...
...

...
...

...
...

3′ T G C A C T G 5′

(although the unique base pairing means that say the single 5′–3′ chain suf-
fices), but because of the offset between 3′ and 5′ positions, the spatial structure
is that of a spiral ribbon.
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Even the small portions of DNA – the genes – that code for proteins
are not present in compact regions but, especially in the compact-nucleus
eukaryotes, are interrupted by noncoding (and often highly repetitious) in-
trons. The coding fragments – or exons – are also flanked by instructional
subsequences, so that a small gene might look like: (5′) upstream enhancer,
promoter, start site, exon, intron, exon, poly-A site, stop site, downstream
enhancer (3′). However, the vast remaining “junk DNA” – also riddled by
fairly complex repeats (ALU, 300 base pairs; L1, very long; microsatellites,
very short) – aside from its obvious mechanical properties, leading, e.g., to a
supercoiled structure grafted onto the double helix, is of unknown function,
and may be only an evolutionary relic.
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1.1. DNA Sequences 5

The major steps in the DNA → protein sequence are well studied. Separa-
tion of the chains allows the exon–intron gene region of one of the chains to be
read or transcribed to a pre-RNA chain of nucleotides (similar to the duplica-
tion of DNA needed in cell division) that differs from DNA by the substitution
of U (uracil) for the T of DNA and by ribose (with a 2′-OH) for deoxyribose.
The introns are then spliced out (by a signal still incompletely understood) to
create messenger RNA, or m-RNA, which almost always (RNA can also be
an end product) is itself read by transfer RNA, or t-RNA, which translates

bound amino acid
(threonine)

CA DNA

U CG
m

t

G

RNA

RNA

by setting up a specific amino acid for each base triplet of the m-RNA, or
codon of the DNA, the amino acids then joining to form protein. The triplets
code for 20 amino acids (as well as the start codon AUG at its first occurrence
and stop codons UAA, UAG, UGA) when present in exons, and they come
in four main varieties: nonpolar (hydrophobic), polar uncharged, + charged

(basic), and – charged (acidic). Of course, there are always exceptions, and
stop codons seem to be responsible as well for incorporation of crucial
trace metals (selenium, zinc, etc.) into protein. Because there are 64 possible
codons, there is a good deal of ambiguity, and the third member of the triplet
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6 Decomposing DNA

is irrelevant in most cases. As we go along a DNA double strand (5 × 106

base pairs in E. coli, 3 × 109 – in 46 chromosomes – for us) there are six pos-
sible “reading frames” for triplets (3 times 5′ → 3′ for either strand), and the
correct one is selected by a start signal. The three-dimensional spatial or fold-
ing structure is important for the DNA and crucial for the resulting protein,
but this is determined (precisely how is only partially clear – chaperonins,
large protein templates, certainly help) by the one-dimensional sequence or
primary structure, which is what we focus on.

The initial information that we seek is then the identity of the sequence of
≈3 × 109 “letters” that, e.g., mark us as human beings, and some of whose
deviations mark us as biochemically imperfect human beings. Many tech-
niques have been suggested, and more are being suggested all the time, but
almost all rely on the availability of exquisitely selective enzymes.

1.2. Restriction Fragments

Although our DNA is parceled among 46 chromosomes, (22 pairs plus 2
sex chromosomes) each is much too large to permit direct analysis. There
are many ways, mechanical, enzymatic, or other, to decompose the DNA
into more malleable fragments. In particular, there are (type II) restriction
enzymes available that cut specific subsequences (usually four, six, or eight
letters long) in a specific fashion (Nathans and Smith, 1975). These enzymes
are used by bacteria to inactivate viral DNA, while their own are protected by
methylation. They are almost all reverse palindromes (one, read 5′–3′, is the
same as the other strand, read 3′–5′), for reasons not agreed on. In this way,
we create much shorter two-strand fragments, 25–500 Kb (kilobase pairs)
depending, to analyze (the loose ends can also bind other loose ends created
by the same enzyme to form recombinant DNA). In practice, many copies of
the DNA are made, and only a portion of the possible cuts is performed, so that
a highly diverse set of overlapping fragments is produced (see Section 1.3).

5′ . . . G T T ↑ A A C . . . 3′ G ↑ A A T T C A ↑ A G C T T
↑ ↑ ↑

3′ . . . C A A ↑ T T G . . . 5′ C T T A A ↑ G T T C G A ↑ A

Hpa 1 Eco R 1 Hind III

The fragments, which can be replicated or cloned in various ways, can
then serve as a low-resolution signature of the DNA chain, or a large seg-
ment thereof, provided that they are characterized in some fashion. Of several
in current use, the oldest characterization is the restriction-enzyme finger-
print: the set of lengths of subfragments formed, e.g., by further enzymatic
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1.2. Restriction Fragments 7

digestion. These are standardly found, with some error, by migration in
gel electrophoresis. Typically (Schaffer, 1983) we use the empirical relation
(m − m0)(l − l0) = c, where m is migration distance and l is the fragment
length, with m0, l0, and c obtained by least-squares fitting with a set of ac-
companying standard fragments (li , mi ): Define c(m, l) = (m − m0)(l − l0)
and minimize Q = ∑

i [c(mi , li ) − cav]2 to get m0, l0, and c estimates, and
then compute by l = l0 + cav/(m − m0). What size fragments do we expect
so that we can design suitable experiments? This is not as trivial as it sounds
and will give us some idea of the thought processes we may be called on to
supply (Waterman, 1983). A heuristic approach (Lander, 1989) will suffice
for now.

It is sufficient to concentrate on one strand, as the other supplies no further
information. Suppose the one-enzyme cut signal is a six-letter “word,” (5′)
b1 b2 b3 b4 b5 b6 (3′), and, as a zeroth-order approximation to the statistics
of DNA, imagine that the letters occur independently and with equal proba-
bility, p(A) = p(C) = p(T ) = p(G) = 1/4, at each site. Then, for each site,
the probability of starting and completing the word to the right is simply
1
4 × 1

4 × 1
4 × 1

4 × 1
4 × 1

4 ,

p(b1b2b3b4b5b6) = 1/46.

Suppose we have found one word and continue down the strand looking for
the next occurrence. Assuming that b1b2b3b4b5b6 cannot initiate a displaced
version of itself, e.g., b5b6 
= b1b2, we start after the word ends. Then the
probability of not seeing a new word start for l − 1 moves but seeing one at
the lth move is clearly the geometric distribution

p(l) = (1 − 1/46)l−1 1/46

{or, because 1/46 is very small, p(l) ∼ [(1/46)e−l/46
], the continuous expo-

nential distribution}. The mean distance to the next word is then the mathe-
matical expectation

µ = E(l) =
∞∑

l=0

1

46

(
1 − 1

46

)l−1

l.

On evaluation, [
∑∞

l=0 αl(1 − α)l−1 = −α ∂
∂α

∑∞
l=0(1 − α)l = −α ∂

∂α
1
α

= 1
α

],
we have

µ(b1b2b3b4b5b6) = 46 = 4096.

The preceding argument will not hold for self-overlapping words, as the
absence of a word starting at a given site slightly biases the possibilities for
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8 Decomposing DNA

words starting at the next six sites, but because p is so small, this correlation
effect is very small. We also have to distinguish between allowing two occur-
rences to overlap and not allowing it. In fact, a careful mathematical analysis
(Guibas and Odlyzko, 1980) shows that the relation

µ = 1/P

holds exactly for a long renewal process, one in which all the letters of a word
are removed before we start counting again; here µ is the mean repeat distance
from the beginning of the pattern and P is the probability that a renewal starts
at a given site. Interestingly, this is precisely the situation that is said to exist
with restriction enzymes – for a recognition site such as TAG CTA with self-
overlap after moving four bases, a subsequence TAGCTAGCTA would be
cut only once, whatever the direction of travel of the enzyme – there would
not be enough left to cut a second time (the main reason seems to be that an
enzyme needs something to hold onto and cannot work directly on a cut end).
If this is the case, the mean repeat distance will change. In this example, we
still have the basic p(TAGCTA) = 1/46, but the unrestricted p at site n is
composed of either a repeat, say at site n, or a repeat at site n − 4, followed
by the occurrence of GCTA to complete the TA pair: p = P + 4−4 P. Hence
µ = 1/P = (1 + 4−4)/p = 46 + 42 = 4112. More generally, we find

µ = 46(1 + e1/4 + · · · + e5/45),

where ei = 1 for an overlap at a shift by i sites, otherwise ei = 0.
The relevance of the above discussion in practice is certainly marginal, as

the significance of such deviations is restricted to very short fragments, which
are generally not detected anyway. However, the assumption of independent
equal probabilities of bases is another story. To start with, these probabilities
depend on the organism and the part of the genome in question, so that we
should really write instead

p(b1 · · · b6) = p(b1) · · · p(b6),

and this can make a considerable difference, which is observed. To continue,
we need not have the independence p(bb′) = p(b) p(b′); rather,

g(bb′) = p(b b′) / p(b) p(b′)

measures the correlation of successive bases – it is as low as g(CG) ∼ 0.4. If
this successive pair correlation or Markov chain effect is the only correlation
present, we would then have

p(b1 · · · b6) = p(b1) · · · p(b6) g(b1b2) g(b2b3) g(b3 b4) g(b4 b5) g(b5 b6),
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1.3. Clone Libraries 9

and this effect too is observed, although some frequencies are more strongly
reduced, implying correlations at intersite separations as large as ten. We will
examine this topic in much greater detail in Section 3.

1.3. Clone Libraries

As mentioned, we typically start the analysis of a genome, or a portion thereof,
by creating a library of more easily analyzed fragments that we hope can be
spliced together to recover the full genome. These fragments can be repli-
cated arbitrarily, or cloned, by their insertion into a circular plasmid used as
a blueprint by bacterial machinery, by other “vectors,” and by DNA amplifi-
cation techniques. Each distinct fragment is referred to as a clone, and there
may be practical limits as to how many clones can be studied in any attempt
to cover the full portion – which we simply refer to as the genome. Assume a
genome length (in base pairs) of G, typical length L of a clone, and N distinct
clones created by mechanical fragmentation of many copies, so they might
start anyplace. How effectively can we expect to have covered the genome,
i.e., are there still “oceans” between “islands” of overlapping clones? For a
quick estimate, consider a base pair b at a particular location. The probability
of its being contained in a given clone c is obtained by moving the clone start
over the G positions, only L of which contain b:

P(b ∈ c) = L/G,

so that

P(b 
∈ c) = 1 − L

G
.

Hence P(b 
∈ any clone) = (1 − L
G )N ∼ e−L N/G , so that the expected frac-

tion of the genome actually covered is the “coverage” (Clarke and Carbon,
1976):

f = 1 − e−c, c = L N/G;

equally often, c itself is referred to as coverage. Note that if the clone starts
are not arbitrary, but “quantized” by being restriction sites, this on the average
just changes the units in which G and L are measured.

Let us go into detail; see, e.g., Chapter 5 of Waterman (1995). Suppose
first that we are cutting a single molecule with a single restriction enzyme.
Not all clones have exact length L , and if a clone is inserted into a plasmid
or other vector for amplification, it will be accepted only within some range

l ≤ L ≤ U.
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10 Decomposing DNA

A clone of length L will be produced by two cuts of probability p
(e.g., ∼1/4000 for Eco R1 ), separated by L no-cuts, a probability of
(1 − p)L ∼ e−Lp. A located base pair b can occur at any of L sites in such a
clone, a net probability for b ∈ C of p2Le−Lp. Hence, imagining continuous
length L to convert sums to integrals, we find that the probability of that
b is in some clonable fragment – i.e., the fraction of G covered by cloned
fragments – is given by

f =
∫ U

l
p2Le−pL d L = −p2 ∂

∂p

∫ U

l
e−pl d L

= −p2 ∂

∂p

1

p
(e−pl − e−pU )

= (1 + pl) epl − (1 + pU ) e−pU ,

close to unity only for pl small, pU large, which is never the case in practice.
A clone library should do a better job of covering the genome, and we

can accomplish this by using, e.g., a 4-cutter on many copies of the genome,
but stopping at partial digestion. Suppose the digestion sites occur at mean
frequency p – fixed in the genome – but only a fraction µ are cut, giving a
large distribution of cut sites for a system of many double strands. For a quick
estimate, again with an acceptance range of l to U , the expected number of
restriction sites between two ends of a clonable fragment is between pl and
pU . If µ is the fraction cut, the probability that such a fragment, starting at a
given restriction site, actually occurs is at least µ2(1 − µ)pU . However, there
are ∼Gp restriction sites all told, each the beginning of p(U − l) fragments.
The estimated number of molecules required for picking up all of these is
therefore of the order of

# = Gp2(U − l)/µ2(1 − µ)pU ,

and many more will certainly do it. As an example, for E. coli, G =
5 × 106, cutting with Eco R1, p = 4−6, at µ = 1/5, and cloning with pJC74,
l = 19 × 103, U − l = 17 × 103 yields # ∼1.8 × 106, which is much
smaller than the normally available 2 × 109 molecules. For human DNA
fragments, large cloning vectors are used to create large numbers of identical
molecules. [The problem of splicing together fragments from the soup result-
ing from such cutting procedures can be avoided if the rapid shuffling can be
avoided. For this purpose, the ideal would be to focus on a single molecule
with an undisturbed sequence. A developing technique (Schwartz et al., 1993)
does this by uniform fluorescence – staining DNA, stretching it out by fluid
flow, and fixing it in a gel. Application of a restriction enzyme then puts
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