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Finite trials

In probability theory an experiment, an obsecvation, or a survey is called
a trial. A trial is called a finite trial if it has a finite number of outcomes.
In this chapter we will explore elementary concepts in probability theory,
limiting ourselves to finite trials. For this purpose, knowledge of elemen-
tary set theory is sufficient. However, once the reader understands the
fundamental concepts of probability theory through observation of finite
trials, he or she can easily proceed to infinite trials—the subject of modern
probability theory—using the results in modern analysis.

1.1 Probability spaces
In observing the number obtained when throwing a die, we have
six outcomes: 1,2,3,4,5,6. Each outcome is called a sample point, and
the set of all sample points is called the sample space for the trial. The
sample points and the sample space are considered in any trial. A trial is
called a finite trial or an infinite trial according to whether the sample
space is a finite set or an infinite set. In this chapter we observe only
finite trials, which we call simply trials.
Let T be a trial and § its sample space. For any set 4 C £ we say that
A occurs instead of saying that a sample point in A is realized in the trial.

In this sense a subset A of £ is called an event A.

The complement 4° of A occurs if and only if A does not occur. Hence
A€ is called the complementary event of A. The union of 4 and B, 4 U B,
occurs if and only if at least one of 4 and B occurs. Hence A U B is
called the sum event of A and B. The intersection of A and B, A N B,
occurs if and only if both 4 and B occur. Hence 4 N B is called the
intersection event of A and B. The difference of A from B, A\ B occurs if
and only if 4 occurs and B does not. Hence A\ B is called the difference
event of A and B. The inclusion relation A C B means that B occurs
whenever A does. In this case the difference B\ A is called the proper
difference, written B— A. When we use the notation B — 4, we under-
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stand that 4 C B is implicitly assumed. The events A and B are called
exclusive if and only if the sets A and B are exclusive; thatis, AN B = @,
In this case A U B is called the direct sum of A and B, written A + B.
When we use the notation 4 + B, we understand that ANB= @ is
assumed implicitly. Similarly for the sum 4, U4, U --- U4, (orU]_,4,)
and the direct sum 4, + 4, + -+ + 4, (or X7_,4,).

Let T be a trial and {2 its sample space. For any set 4 C £ we denote
by P(A) the probability that the event A occurs. By the intuitive meaning
of probability it is natural to impose the following on P(A4).

(p.1) P(4)20,
(p.2) P(A+B)=P(A)+P(B), (additivity)
(p.3) P(R)=1.

In general a set function P(A), A C £, having these properties is called
a probability measure on £, and a set £2 endowed with a probability
measure P on £ is called a probability space (2, P). Hence (£, P) is
called the probability space for a trial 7, if £ is the sample space of T
and P(A) is the probability of occurrence of 4 < £. Conversely, for any
given probability space ({2, P) we can consider a trial T of drawing a
sample point from £ with probability P(A) for every A C £, so that the
probability space for T turns out to be (&, P).

Since the probabilistic aspect of a trial is completely determined by its
probability space, any trials having the same probability space are
identified in probability theory. Suppose that 7 is the trial of observing
the number obtained when throwing a die and T, is the trial of observing
the number on a card drawn at random from a box with six cards
numbered 1, 2, 3, 4, 5, and 6. Then T, and 7; have the same probability
space (§2, P), where

2={1,2,3,4,5,6), P(A)= #A/6 (#: the number of points)

Hence T, and T; are identical with each other. In view of this observa-
tion, a trial with the probability space (§2, P) is called simply a trial
L, P).

Theorem 1. If P is a probability measure on £, then we have the
following:
(i) P(Xj-A) =2 P(A),
(ii) P(B—A)=P(B)— P(A),
(iii) P(A°)=1-P(A),
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1.2 Real random variables and random vectors 3
(iv) P(AUB)=P(A)+ P(B)—P(ANB),
V) P(A)=ZX,c P{w} (Hence P is determined if P{w} is de-
termined for every w € §2.)
Proof:

(i) Derive this from (p.2) by induction on n.
(ii) Apply (p.2) to B=(B—A)+ A. Remember that 4 C B is as-
sumed implicitly when we use the notation B — 4.
(iii) Set B = in (ii).
(iv) Setting C=A4ANB,A,=A—-C, and B, = B— C, we have

A=A +C, B=B,+C, AUB=A4,+B,+C,

which implies (iv) by (i).
(v) Apply (Hto A =X, {a}. ®

We have mentioned that an event is represented by a set. We also
represent an event by a condition. Let a(w) be a condition concerning a
generic sample point w. We say that a occurs if a sample point
satisfying a(w) is realized as an outcome of the trial in consideration. In
view of this, a condition a(w) is often called an event a(w). If we set
A = {w]a(w)}, then occurrence of a is equivalent to that of 4. Hence the
probability of occurrence of a, written P(a), is equal to P{w|a(w)}.

The negation of a, written a~, is the complementary event of «,
because {w|a~(w)} = { w|a(w)}. The condition “a or 87, written a V 3,
is the sum event of a and 8, because

{wla(w) Vv B(w)} = {w]a(w)}U{w|f(w)}.

Similarly the condition “a and 8, ” written a A 8, is the intersection
event of a and 8.

Exercise 1. Prove the following inclusion—exclusion formulas:
(i) PUIA) =20 (— l)k_l}:i‘ <ip< e <i.P(nf-l/4:‘)v
(i1) The formula obtained by switching U and N.
[Hint: Derive these formulas from Theorem 1(iv), using induction
on n.]

1.2 Real random variables and random vectors

Let (£2, P) be the probability space for a trial 7. A real-valued
function X(w) defined on £ is called a real random variable on (2, P),
which intuitively means a quantity varying in accordance with the result
of T. As we mentioned in the last section, the trial of observing the
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number obtained when throwing a die is represented by the probability
space

2={1,2,3,4,56), P(4)=#4/6.

If we are to get a prize of an amount double the number obtained, the
prize is a random variable X(w) defined by X(w)=2w.

The trial of observing the numbers obtained when throwing a die twice
is represented by the probability space

2= {(i, )i, j=1,2,3,4,5,6) = {1,2,3,4,5,6}%,
P(A)= #A4/36.

If we denote by Xj, X,, and X the number obtained in the first throw, the
number obtained in the second throw, and the sum of these numbers,
respectively, then X|, X;, and X are real random variables represented by

Xl(i»j)=i’ XZ(i’j)__‘j’ X(i9j)=i+j-

Let X = X(w) be a real random variable on (£, P). The image X(£),
the set of all the values X(w) can take, is called the sample space of the
random variable X, written £2%. For any set B C 2 the probability of the
event that the value of X lies in B is equal to P{w|X(w)€ B}, that is,
P(X™Y(B)). Viewing this as a function of a set B C 2%, we denote it by
P*(B). It is easy to check that P satisfies the conditions (p.1), (p.2), and
(p.3) in Section 1.1 using the relations

X YB,+B,)=X"!YB))+ X '(B,), XY eY)=1.

The probability measure PXis called the probability distribution of X. In
particular, we have

PX{(b}=P(X'(b)), bef"
Since P¥ is a probability measure, we have

PX(B)= X P¥{b},
beB

which shows that P¥ is completely determined by assigning P*{b} for
every be Q% (2% P¥) is called the probability space of the random
variable X,
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1,6 (4,
(1,6) (:1\ 6) (6.6)
oo Xy (w) =4
“X(w)=10
(LD (6,1)
X (w)=5
Figure 1.1

Let us determine the probability spaces of the random variables X,
X,, and X in the example of throwing a die twice, mentioned above.

Q% =0%=(1,2,3,4,5,6), 02%=(2,3,4,...,12},

i=1,2,
e #XTWK)  [(k=1)/36 (25kxT),
PHK) = P(XTHK)) =5 —{(13—k)/36 (8 <k<12).

as we can see in Figure 1.1.

Let X;(w) and X,(w) be real random variables. Then the pair X(w) =
(X)(w), X,(w)) is a function on £ with values in R?, called a (two-
dimensional) vector-valued random variable or simply a random vector.
The sample space and the probability law of X are defined as follows:

2% = X(Q),
P¥(B)=P{wiX(w)eB}=P(X'(B)), Bcg

2% is a subset of R? and P ¥ is a probability measure on 2%, It is obvious
that

Q¥ c X x Q%

Note that these two sets do not always coincide with each other. X;(w)
and X,(w) are component variables of X(w), and X(w) is called the joint
variable of X;(w) and X,(w). The probability law P* is often called the
Joint probability distribution of X;(w) and X,(w). For any natural number
n we can define n-dimensional random vectors similarly.
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The map that carries (x,, x5,...,x,) €ER" to its kth component x, is
called the k-projection, written =,. If X(w) is the joint variable of
X(w), X3(w),...,X,(w), then we have

X(w)=m(X(w)), ie,X,=me°X,

where the small circle o denotes composition of maps.
Let X(w) be a real random variable. For any real-valued function ¢
defined on 2%, we obtain a real random variable Y(w) defined by

Yw)=9(X(w)) (ie,Y=9°X).
The probability space of Y is given by

Q' =(p° X)(2),

PY(C)=P((p°X)7'(C)).

A real random variable Y(w) thus obtained from X(w) is called a
function of X(w). Similarly an m-dimensional random vector Y(w) is
defined to be a function of an n-dimensional random vector X(w) if there
exists a map ¢: 2*(CR")— R™ such that Y(w)=¢( X(w)) for every w.
For example the kth component X, (w) of X(w)=(X,(w),
Xy(w),...,X,(w)) is a function of X(w), since X, (w) =7 ( X(w)).

Theorem 1.2.1. If Y(w)= @(X(w)), then
Q' =9(R%), PN(C)=P*(e }(C)).

Proof: Observing that Y(w)= (¢ ° X)(w) and that

we(peX) (C)=(peX)(w)eCog(X(w)eC

= X(w)ep (C)=we X (p7'(C)),

we obtain

Y(w)=9(X(w))=(p° X)(w)

Q= (9o X)(2)=(X(2)) = 9(2%),

PY(C)=P((9°X)(C))=P(Xx(97(C)))=P*(97(C)).

n

For a real random variable X the mean value (or expectation) of X,
written EX, is defined by

EX= ) X(w)P{w}.

weER

© Cambridge University Press www.cambridge.org



http://www.cambridge.org/0521269601
http://www.cambridge.org/0521269601
http://www.cambridge.org/0521269601

Cambridge University Press

978-0-521-26960-5 - Introduction to Probability Theory
Kiyosi Ito

Excerpt

More information

1.2 Real random variables and random vectors 7

For any set A C £ we denote

2 X(w)P{w}

wEA
by E(X, A). The mean value of a random vector X(w)=
(X, (@), X5(w),...,X,(w)) is defined by

EX=(EX,, EX,,...,EX,) €R".

Theorem 1.2.2. Let X and Y be random vectors. Then we have the
following;:
(i) (additivity of mean values)

E(aX+bY)=aEX+bEY (a,b: constant)

(i1) E(X’E;'-lAi)——- E;’-lE(X, 4;)

(iii) If X(w)=a (a: constant vector) on A4, then E(X, A)= P(A)a.
In particular, if X(w)=a on £, then EX=a.

(iv) EX=ZX corP*{x}x

v) If Y(w)=¢(X(w)) on £, then

EY= Y o¢(x)P¥{x]}.

xe¥

Let X and Y be real random variables, then we have the following:
(vi) X(w)= Y(w)= EX3 EY, E(X, A)2 E(Y, A).
(i) X(w)20,ACB=E(X, A)< E(X, B).

Proof. We will only prove (iv) and (v) here, because the other statements
are trivial.
(iv) Setting 4, = X~ !(x), we have

2= ¥ 4,

xe¥

SO

E(X)=E(X,2)= Y E(X,A,)

xe2¥
by (ii). Since X(w)=x on A,, we have
E(X,A)=P(A)x=P*{(x)x.

Hence we obtain (iv) at once.
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(v) In the same way as above, we have

E(p(X)=LE(p(X), A,)=Lo(x)P(4,)
=Y o(x)P¥{x)}
where x runs over 2%, =

Let A be a subset of §2. The indicator of A, written 1,, is defined by

1. = { 1, weE A

4 0, w€E A,
This is a random variable that takes 1 or 0 according to whether A occurs
or not. It is obvious that

ly(w)=1 for every w € 2,

1,(w) is a random variable that takes 1 always, whereas 1 is just a fixed
number. However, we often denote 1,(w) simply by 1 and accordingly
a-1g(w) (a: constant) simply by a unless there is any possibility of
confusion. It is obvious that

El,=P(A),E(X,A)=E(X1,).

Theorem 1.2.3. Let e, e’, e, e,,...,e, denote the indicators of
A, A%, Ay, A,,..., A,, respectively.

(i)e'=1-e.

(ii) If A =N].,A4,, then

n
e=[le, and e=min(e,, e,,....e,).

=]

(iii) If A =U}- 4, then
n
e=1-J](1-¢) and e=max(e,e,,...,e,).
i=1

Proof: Assertions (i) and (ii) and the second part of (iii) are obvious. To
prove the first part of (iii), observe the following:

n
AS=[) A5  byde Morgan’s law,
i=1
n

l-e=[](1-¢) by (i) and (ii). ]

i=1
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The variance of X, written V(X), is defined as follows:
V(X)=E((X-EX)").
Setting p(x)=(x — EX)? in Theorem 1.2.2(v), we have
V(X)= Y (x-EX)*P*{x).
xenR¥
The covariance of X and Y, written V( X, Y), is defined as
V(X,Y)=E((X-EX)(Y-EY)).

Replacing X by (X, Y), x by (x, y), and ¢(x) by (x— EX)(y — EY) in
Theorem 1.2.2(v), we obtain

V(x,Y)= X (x—EX)(y-EY)P*"{(x,y)).

(x, p)EQXD
The following properties are verified easily:
V(X,Y)=V(Y, X),
V(X,a)=0  (a: constant),
V(X, X)=V(X)20.

Theorem 1.2.4.
(i) V(aX+b)=a*V(X), V(aX+ b, cY+d)=acV(X,Y)
(i) V(aX+bY)=a*V(X)+2abV(X,Y)+b*V(Y).
(i) V(X)=EX*—(EX)®, WV(X,Y)=E(XY)-EXEY.

(V) IV(X, 1)) = yV(X)V(Y).

Proof: To prove (i), (ii), and (iii), take the mean values of both sides of
the following:

((aX+b)—E(aX+b)) =a*(X - E(X))%,
((aX+b)—E(aX+b))(cY+d)—E(cY+d))
=ac(X-EX)(Y-EY),
((aX+bY)—E(aX+bY)) =a*(X— EX) +2ab(X— EX)
X(Y-EY)+b(Y-EY),
(X-EX)'=Xx?-2(EX)X+(EX)%,
(X-EX)(Y—-EY)=XY—(EX)Y-(EY)X+ EXEY.
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To prove (iv), observe that
0<V(IX+Y)=E((tX+Y)-E(tX+7Y))
=E(2(X-EX)*+21(X- EX)(Y- EY)+(Y - EY)?)
=2V(X)+2V(X,Y)+V(Y).

The last quadratic function of ¢ is nonnegative for every real value of .
Hence

V(X Y)Y = V(X)V(Y)<0, e, |V(X,Y)| </V(X)V(Y).
| |

The standard deviation of X, o( X) and the correlation coefficient of X
and Y, R( X, Y) are defined as follows:

o( X)=/V(X),
V(X,Y)
a(X)o(Y)
A condition on real random variables X(w), Y(w), and Z(w), for

example, X(w)+ Y(w)= Z(w), is also regarded as a condition on w,
Hence it is an event, and the probability of occurrence of this event is

P{w|X(w)+ Y(w) 2 Z(w)},
which is denoted simply by
P{X(w)+Y(w)zZ(w)} or P{X+YzZ}.

If the probability of occurrence of a equals 1; that is, P(a) =1, we say
that a(w) holds (or occurs) almost surely or that a(w) holds with
probability 1, written a(w) a.s. Mean values, variances, covariances, and
correlation coefficients are the same for the random variables equal to
each other almost surely:

X(w)=X'(w)as. = EX=EX', V(X)=V(X),0(X)=0(X),
X(w)=X"(w)as, Y(w)=Y(w)as.=V(X,Y)=V(X,Y),
R(X,Y)=R(X,Y).

To prove these properties it suffices to show that
X(w)=X'(w)as.= EX=EX.

Let A denote the set {w|X(w)# X'(w)}. Then P(A4)=0, so P{w}=0

for every w € A. This implies that E( X, A)= E(X’, A)= 0. Since X(w)=
X'(w) on A%, we have E( X, A°)= E( X', A°). Hence we have

E(X)=E(X,A)+E(X, A)=E(X', A)+ E(X', A°) = E(X").

R(X,Y)= ifo(X)a(Y)>0.
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