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Page numbers in italic refer to figures and tables.

Achen, Christopher, 239
additive models, 229
African Americans: and educational

effects of Head Start, 65; and political
participation, 63–64, 70, 106

aggregate and aggregation: definition of,
89; and development of theory, 34;
and observational studies, 82

alternative hypothesis, and bivariate
regression models, 184, 185, 194

altruism, and concept of utility, 37
American Political Science Review,

25–26, 38, 275
American Psychiatric Association, 97n6
appendix, and presentation of data,

110n19
Arceneaux, Kevin, 81n6
Arrow, Kenneth, 41–42
association, causal relationships and

measurable, 56
assumptions, and bivariate regression

models, 189–194
autocorrelation, and bivariate regression

models, 191–192
auxiliary regression model, 240, 245
average value, of variable, 120

Barabas, Jason, 81n6
bar graphs, 115, 116
bell curve, 134
Berelson, Bernard R., 7
bias: and bivariate regression models,

190–191; definition of, 217; and
multiple regression, 210–212; and
reliability of measurement, 100–101,

125. See also omitted-variables
bias

binomial logit (BNL) model, 251–254,
269

binomial probit (BNP) model, 251–254,
269

bivariate, definition of, 66. See also
bivariate relationships

bivariate hypothesis tests: choice of
methods for, 146–147; and
correlation coefficient, 161–167; and
difference of means, 156–161; and
establishment of causal relationships,
145–146; and p-value, 147–150; and
tabular analysis, 150–156. See also
bivariate regression models; bivariate
relationships

bivariate population regression model,
198

bivariate regression models: and
assumptions, 189–194; and estimate
of regression line, 174–178;
populations and samples for,
172–174; and two-variable regression,
171; and uncertainty about OLS
regression line, 178–189. See also
bivariate population regression
model

bivariate relationships: and establishment
of causal relationships, 56; and reality,
52. See also bivariate hypothesis tests

BNL. See binomial logit model
BNP. See binomial probit model
box-whisker plot, 119, 158
Brady, Henry E., 52n2, 53n4
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Campbell, Donald T., 84n7
categorical variables: and bivariate

hypothesis tests, 146, 147; definition
of, 111, 124; measurement and
description of, 114–115. See also
dummy variables

causal, definition of, 20. See also
causality; causal relationships

causal hurdles scorecard, 57, 61, 66, 76
causality: and everyday language, 51–54;

importance of study of, 62–66; and
observational analysis, 88. See also
causal relationships

causal relationships: and characteristics
of “good” theory, 44–45; comparison
and establishment of, 69–70; and
development of theory, 16–17, 34–40;
and overview of scientific approach to
study of politics, 3–7, 7–15. See also
bivariate relationships; causal hurdles
scorecard; causality; multivariate
relationship; spurious relationships

census, 130, 143
central limit theorem, 133–139, 140, 143
central tendency, 114, 124
chi-squared test, 155–156
citations, and literature searches,

278–279
classification tables, 269
codes and coding rules: and measures of

democracy, 106; reliable versus
unreliable sets of, 100; and writing of
research projects, 282

comparison: of experimental and
non-experimental research designs,
73; as key to establishment of causal
relationships, 69–70

complete information, and concept of
utility, 37–38, 47

computers. See codes and coding rules;
software programs

conceptual clarity, and measurement, 99
conclusions, and writing of research

projects, 285
confidence interval(s): and parameter

estimates, 183–185; and probability,
138, 141, 143; and two-tailed
hypothesis tests, 187

confounding variable: definition of, 66;
and experimental research designs, 74,
75–76; and spurious causal
relationships, 55, 60

Congress, U.S.: and institutionalization,
275; and measurement of levels of
liberalism, 97–98; and Rules
Committee, 43

construct validity, 102, 124
consumer confidence, 266, 268, 269
content validity, 102, 124
continuous variable(s): and bivariate

hypothesis tests, 146; definition of,
125; and equal unit difference,
113–114; measurement and
description of, 116–122

controls and control group(s): definition
of, 89; experimental research designs
and random assignment to, 72–75

Converse, Philip E., 277
Copernicus, Nicolai, 6
correlation: and causality, 56; definition

of, 17n6, 20. See also correlational
studies; correlation coefficient

correlation coefficient, 147, 161–167
correlational studies, 83, 89
covariance, and bivariate hypothesis

tests, 163
covariation: definition of, 16–17, 20; and

observational studies, 83
covary, definition of, 20. See also

covariance; covariation
critical value: and chi-square test,

155–156; and t-statistic for
correlation coefficient, 166–167

cross-sectional measure(s), 28–29, 47
cross-sectional observational studies:

definition of, 89; and effective use of
figures and tables, 292–293; and steps
in theory building, 26–27, 28–29; as
type of observational studies, 84,
85–86, 88

cumulative impact, and lagged dependent
variable model, 264, 265, 269

currency exchange rates, 28–29
Currie, Janet, 65

Dahl, Robert, 104, 106
data: and characteristics of “good”

theory, 45; definition of, 20, 89; and
description of categorical variables,
114–115; evaluating measurement
and variations of, 93–95; and
expectations of positive or negative
relationships, 16; measurement of
economic performance and
real-world, 10; and multicollinearity,
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244; and observational studies, 84–85;
and problem of theories based on
observations from real-world, 17;
statistical methods and getting to
know, 109–111; and writing of
research reports, 284–285. See also
data set; dyadic data; simulated
data

data set, 84–85, 89
datum, definition of, 89. See also

data
degrees of freedom, 121n4, 160–161,

166–167
democracy: construct validity and

measures of, 102; controversy on
measurement of, 103–107; and
international trade, 214, 216; life
satisfaction and stability of,
62–63

Democritus, 51
dependent variable: and bivariate

hypothesis tests, 145n1, 146, 147; and
causality in everyday language, 52;
definition of, 20; and new research
projects, 274–275; and overview of
scientific approach to political science
research, 8; theory building and causes
leading to variation in, 34–36. See
also differenced dependent variables;
lagged dependent
variables

deterministic relationship(s), 53, 54
DFBETA score, 236, 245
differenced dependent variables,

262–263, 270
difference of means, 147, 156–161
direction and directionality: and

establishment of causal relationships,
55; of hypothesized relationship,
14–15; and observational studies, 83;
and one-tailed hypothesis tests, 188.
See also alternative hypothesis

dispersion, of variable, 125
distributed lag model, 270
Dixon, William, 214n19
documenting, of program codes, 282
Downs, Anthony, 39
Duflo, Esther, 77
dummying out, of influential cases,

236–237, 245
dummy variables, in OLS regression

models, 220–232, 245, 247,
248–255

dummy-variable trap, 223, 245
dyadic data, 214n16, 217

ecological validity, 81n6
economic development: and field

experiments, 77; and observational
studies, 83

Economical Writing (McCloskey 1999),
281

economy and economics: and concept of
economic reality, 265, 266; and
measurement issues, 95–96; and
measures of government support in
United Kingdom, 288, 289, 291, 292;
media reports and public concern
about, 87; and presidential approval
ratings, 257–259, 265–269; and
presidential elections, 7–15, 161–167,
178–181, 188, 202–206, 249–251,
277–278; and theory of economic
voting, 9–15; and time-series studies
of growth, 261–262. See also
economic development; inflation;
political economy

Edmonds, David, 53n3
Eidinow, John, 53n3
Electoral College, 39
Elkins, Zachary, 103n12
emphasis, experimental designs and

mistakes of, 82
empirical, definition of, 20, 4n3
empirical evidence, and rules of the road,

18
“Empirical Implications of Theoretical

Models” (EITM), 40n12
empirical tests, 4
equal unit differences, 113, 125
Erikson, Robert S., 267, 268,

279–280
error. See proportionate reduction of

error; sample error term; standard
error

evidence, approaches to in law and
science compared, 5. See also
empirical evidence

expected utility, 36–38, 47
expected value, of variable, 120, 125
experiment, definition of, 89. See also

experimental research design
Experimental and Quasi-experimental

Designs for Research (Campbell &
Stanley 1963), 84n7
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experimental research designs: basic
principles of, 70–76; compared to
observational studies, 83–84;
drawbacks to, 78–82; and random
assignment versus random sampling,
76–77; varieties of, 77–78

external validity, of experimental
research designs, 77, 79–81, 89

face validity, 102, 125
Fenno, Richard, 43
field experiment, 77, 89
figures. See graphs and graphing
findings, and writing of research projects,

285
focus groups, 71
formal theory: and concept of utility, 36;

contributions of to political science,
39–40; definition of, 47; and
preference formation, 37; use of term,
35. See also spatial models

Franzese, Robert, 280–281
frequency distribution, 135, 143
frequency tables, 114–115, 292–293

game theory, 43–44, 47
Gaudet, Hazel, 7
generalization: and characteristics of

“good” theory, 45; and development
of theories, 30–31; and rules of the
road, 19

geographic contexts, and new research
projects, 277–278

goodness of fit: and bivariate hypothesis
tests, 179–181; and dummy dependent
variables, 254–255

Google Scholar (website), 275, 278
Gore, Al, 233–237
government: debt of as percentage of

GNP, 84, 85; distinguishing between
“legitimate” and “illegitimate,” 98;
duration of parliamentary, 157–161;
economic models for support of in
United Kingdom, 288, 289, 291, 292;
length of time for formation of
coalition in Western Europe, 228–229.
See also Congress; democracy

Gowa, Joanne, 215n20
Granger, C. W. J., 259n6
graphs and graphing: and categorical

variables, 115; effective use of in
research projects, 286–293; and
getting to know data, 110; limitations

of descriptive statistics in, 122; and
scatter plots, 162–163; and theory of
economic voting as example of
variables and causal explanations,
11–15. See also bar graphs;
box-whisker plots; histogram(s);
kernel density plot(s); scatter plots;
Venn diagrams

gravity models, 214n17
Green, Donald P., 40n12
gross domestic product (GDP), as

percentage of military spending,
28–29

gross national product (GNP),
government debt as percentage of, 84,
85; and time-series studies of
economic growth, 261–262

G7 group of nations, 31

heteroscedasticity, and bivariate
regression models, 191

high multicollinearity, 238, 245
histogram(s), 121–122, 123, 125
homoscedasticity, and bivariate

regression models, 191
House of Commons (United Kingdom),

157n7
Human Subjects Research Committee,

94n1
hypothesis, definition of, 4–5, 20–21. See

also alternative hypothesis; hypothesis
testing; null hypothesis

hypothesis testing: basic logic of
statistical, 15; definition of, 4–5, 21;
and dummy variables, 221–229; and
measurement of concepts of interest,
98, 103. See also bivariate hypothesis
tests; one-tailed hypothesis tests;
two-tailed hypothesis tests

ideology, VIF statistics for, 242–244
implications, and writing of research

projects, 285
incomplete information, and concept of

utility, 38, 47
Independent(s), and political party

identification, 112, 113
independent outcomes, 132, 143
independent variable(s): and bivariate

hypothesis tests, 145n1, 146, 147; and
causality in everyday language, 52;
definition of, 21; multiple forms of,
228–229; and new research projects,
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274–276; and observational studies,
83; and overview of scientific
approach to political science research,
8. See also dummy variables; multiple
independent variables

indicator variables, 221
individual-level forces, and levels of

aggregation, 34
individual spatial units, and

cross-sectional observational studies,
85

inflation: and measures of government
support in United Kingdom, 288, 289,
291, 292; and presidential approval
ratings, 86, 87, 267

Inglehart, Ronald, 62–63
instantaneous effect, of lagged dependent

variable, 264, 265, 270
institutions and institutionalization:

organizations and degrees of, 275;
rules of and theory building, 40–43

interactive models, 245
internal validity, of experimental research

designs, 76, 79, 89
interquartile range (IQR), 118, 119
interval variables, 113n21
intransitive, definition of, 47
intransitive preferences, 41
introduction section, of research report,

283

Jenning, Kent, 7
Jerit, Jennifer, 81n6
Jim Crow laws, 106
Johnson, Lyndon, 64
Johnson, Martin, 81n6
judicial activism, 97

Kellstedt, Paul M., 292
kernel density plot(s), 122, 123, 159
Keynes, John Maynard, 259n6
Koyck transformation, 264, 270
Kremer, Michael, 77
Kuhn, Thomas S., 5, 7
kurtosis, of variable, 121n6, 125

lagged dependent variable, 263–265, 270
lagged values, and time-series notation,

256–257, 270
Lazarsfeld, Paul F., 7
lead values, and time-series notation,

256–257, 270
least-squares property, 120, 125

Levendusky, Matthew, 277
leverage, and OLS regression models,

234, 245
Lewis-Beck, Michael, 31–32
liberalism: and cross-sectional versus

time-series observational studies, 88;
and definition of activism, 97n8;
measurement of levels of in Congress,
97–98

Liberalism Against Populism (Riker
1982), 42

library, as source of data, 94n2
linear probability model (LPM),

248–251, 252, 270
linear relationships, and multiple

regression models, 213
link functions, and linear probability

models, 252, 270
literature searches, and new research

projects, 275, 276, 278–281, 283–284

MacKuen, Michael B., 267, 268,
279–280

macro-level proofreading, 286
Mansfield, Edward D., 215
Marcus, George E., 108, 109
Martin, Lanny, 228
mathematical notation, and time-series

data, 256–257
matrix algebra, 252n2
McCloskey, Diedre N., 281
McDonald, Michael D., 157
mean. See difference of means; mean

value; standard error
mean value, 125
measure, definition of, 21. See also

measurement
measurement: of concepts of interest in

hypothesis testing, 98–103;
consequences of different choices in,
10n5; consequences of poor, 109; of
democracy, 103–107; and description
of categorical variables, 114–115;
evaluating methods of, 93–95; of
political tolerance, 107–109; problem
of in social sciences, 95; and use of
term “operationalization,” 9n4

measurement bias, 100–101, 125
measurement metric, 110–114, 125
median value, 117, 125
medical experiments, and ethical

dilemmas, 81

www.cambridge.org© in this web service Cambridge University Press

Cambridge University Press
978-1-107-62166-4 - The Fundamentals of Political Science Research: Second Edition
Paul M. Kellstedt and Guy D. Whitten
Index
More information

http://www.cambridge.org/9781107621664
http://www.cambridge.org
http://www.cambridge.org


312 Index

memory, and time-series analysis,
257–259

Mendes, Silvia M., 157
micronumerosity, 239, 245
micro-proofreading, 286
Milgram, Stanley, 81–82
mode, 115, 125
models and modeling: of multivariate

reality, 197–198; and overview of
approach to scientific study of politics,
3, 15–16; and regression tables,
289–290. See also additive models;
auxiliary regression models; binomial
logit model; binomial probit model;
bivariate regression models; gravity
models; interactive models; linear
probability models; naïve models;
sample regression models; spatial
models; statistical models; theoretical
models

model sum of squares (MSS), 181
Moon, Bruce, 214n19
Morrow, James D., 214–216
Morton, Rebecca B., 81n6
Mueller, John, 30–31, 33
multicollinearity, and OLS regression

models, 238–244, 245
multiple independent variables, 228–229
multiple population regression model,

198
multiple regression: competing theories

on politics and international trade as
example of, 214–216; and failure to
control for Z variable, 209–213;
implications of, 216–217;
interpretation of, 202–206; and
population regression function, 198;
and size of effect, 206–207; statistical
and substantive significance, 207–209;
and two-variate regression line,
198–202. See also OLS regression
models; regression tables

multivariate, definition of, 66
multivariate relationships: and

establishment of causality, 56; and
modeling of reality, 197–198; and
nature of reality, 52. See also multiple
regression

Munck, Gerardo L., 104n13

Nagler, Jonathan, 282
naïve model (NM), 255

National Annenberg Election Survey
(NAES), 152–154

National Election Study (NES), 112, 115,
116, 243, 248n1, 254

National Science Foundation, 40n12
natural experiment, 78, 89
NBC News, 139–142
negative relationship(s): definition of, 21;

examples of, 14, 15
“new” and newness: and characteristics

of “good” theory, 46; and strategies
for research agendas, 274–278, 284

Newbold, Paul, 259n6
Niemi, Richard, 7
NM. See naïve model
nonobviousness, and characteristics of

“good” theory, 46
normal distribution, 133, 134–138, 143,

190
normal science, 6, 21
normative statements, 18–19, 21
null hypothesis: definition of, 4, 5, 21;

and OLS regression, 184; and
p-values, 150; and two-tailed
hypothesis tests, 185, 186

observational studies: definition of, 89;
disadvantages of, 87–88; as form of
research design, 82–87

OLS regression models. See ordinary
least-squares regression

omitted-variables bias, 210–212, 217,
242

one-tailed hypothesis tests, 188–189
operationalize and operationalization:

definition of, 9, 21; and evidence for
testing of theories, 93; of independent
variable, 13; and measurement bias,
101. See also measurement

Ordeshook, Peter, 38
ordinal variable(s), 112–113, 114
ordinary least-squares (OLS) regression:

definition of, 194; dummy variables
in, 220–232, 248–255; extensions of,
247–248; impact of economy on
presidential approval ratings as
example of, 265–269; mathematical
properties of, 176–177; and
multicollinearity, 238–244; and
outliers, 232–237; and time series,
256–265; and uncertainty, 178–189

outcome, and probability, 132, 143
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outlier(s): of continuous variables, 116;
definition of, 125; and OLS regression
models, 232–237; and rank statistics,
118

paradigm and paradigm shift, 6, 7, 21
“paradox of voting,” 38
parameter(s), 172, 194
parameter estimates, 173, 183–185,

239
parametric linearity, and bivariate

regression models, 193
parsimony and parsimonious: and

causality in everyday language, 52;
and characteristics of “good” theory,
45; definition of, 21; and rules of the
road, 19

Pearson, Karl, 155, 159
Pearson’s r, 164
perfect multicolinearity, 213, 217
persuasion, and causal claims, 57
physical sciences, and problem of

measurement, 95
pie graph, 115
Pierson, James, 108, 109
placebo, 72, 89
plagiarism, 280
political economy, and measurement

problems, 97
political psychology, 97
political science: and concept of

prejudice, 101–102; contributions of
formal theory to, 39–40; and
examples of study of causality, 62–66;
introduction to goals and standards of
research in, 1–19; and measurement
problems, 97–98, 101–102

polity scores, and measures of
democracy, 104–106

Pollins, Brian M., 214n18
Polsby, Nelson W., 275
population: and bivariate regression

models, 172–174; and central limit
theorem, 133–139; critical distinction
between samples and, 129–131;
definition of, 89, 143; and random
assignment versus random sampling,
76

population error term, 174, 194
population regression model, 172, 194,

198
positive relationship(s), definition of,

12–13, 14, 15, 21

Posner, Daniel N., 78
Powell, G. Bingham, Jr., 278
predicted probability, 270
preference formation, and formal theory,

37
preference orderings, 40–41, 47
presidential approval ratings: definition

of, 270; and economy, 257–2549,
265–269; as example of probability,
139–142; as example of time-series
observational study, 27–28, 257–259;
and inflation, 86; and terrorist attacks,
30–31

probabilistic relationship, 53, 66
probability: basic principles of, 131–133;

and central limit theorem, 133–139;
presidential approval ratings as
example of, 139–142. See also
p-value

proof, and process of hypothesis
testing, 5

proofreading, and writing of research
projects, 285–286

proportionate reduction of error, 270
psychology: and ethics in experimental

research designs, 81–82; problem of
measurement in, 96–97. See also
social psychology

public debate, and causal claims, 57–59
p-values, and bivariate hypothesis tests,

147–150, 160–161

quartile ranges, 118, 119

random assignment: to control and
treatment groups, 72–76; definition
of, 89; and random sampling,
76–77

randomized control trial, 70n1
random noise, in measures of behavior,

173
random sample, definition of, 143. See

also random sampling
random sampling: and central limit

theorem, 140–141; definition of, 89;
versus random assignment, 76–77. See
also random sample; sample(s) and
sampling

rank statistic(s), 116–120
rational choice, 35, 47
rational utility maximizers, 35, 47
“ratio” variables, 113n21
reference category, 226–227, 245
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regression. See auxiliary regression
models; bivariate regression models;
multiple regression; ordinary
least-squares (OLS) regression;
regression tables; sample regression
models; spurious regression problem;
two-variate regression

regression tables, 287–292
reliability: definition of, 126; and

measurement of concepts of interest,
99–101; relationship between validity
and, 102–103

replication, and experimental research
designs, 80, 90

research: and characteristics of “good”
theory, 44; and effective use of tables
and figures, 286–293; and effective
writing, 280–286; and literature
searches, 275, 276, 278–281,
283–284; new variables and
development of projects, 274–278,
284; theory building and examination
of previous, 32–34. See also research
designs

research designs: definition of, 70, 90;
experimental forms of, 70–82;
observational forms of, 82–88; and
writing of research reports, 284–285.
See also research

residuals, and bivariate regression
models, 174, 175–176, 194

results, and writing of research projects,
285

reverse-causal scenarios, in observational
studies, 83

Riker, William, 38, 42
Robinson, Jonathan, 77
Rogers, James, 15–16
Root mean-squared error, 179, 181, 195
R-squared statistic, 179–181, 195,

205n8, 239, 240
Russell, Bertrand, 129

Salmon, Wesley C., 53n4
sample(s), and sampling: and bivariate

regression models, 172–174; and
central limit theorem, 133–139;
critical distinction between
populations and, 129–131; definition
of, 143. See also random sampling;
sample of convenience; sample size

sample of convenience, 79–80, 90,
140–141

sample error term, 174, 195
sample regression models, 173, 182–183,

195
sample size: effects of, 141–142; and

multiple regression, 208n10; and
p-values, 148; and sample regression
model, 182

sampling distribution, 137–138, 143
scatter plots, 162–163, 174–175
scientific knowledge: and explanation of

scientific process, 4–6; and rules of the
road about politics, 16–19

scientific revolutions, 6
section headings, and organization of

research reports, 282–286
Shapiro, Ian, 40n12
simplifications, models as, 16
simulated data, 18n7
simulation, and multicollinearity,

240–242
Siverson, Randolph M., 214–216
68-95-99 rule, 135, 143
skepticism, and scientific knowledge, 4
skewness, of variable, 121n6, 126
social psychology, 101–102
social sciences, and problem of

measurement, 95
software programs: and continuous

variables, 116; and regression tables,
287; and writing of research projects,
282

spatial dimension, of dependent variable,
26–27, 47

spatial models, and game theory, 43–44
spatial units: and cross-sectional versus

time-series observational studies, 84,
85, 87; definition of, 90

spell checking, and proofreading, 285
spurious, definition of, 66. See also

spurious relationships
spurious regression problem, 259–262,

270. See also spurious relationships
spurious relationships: and confounding

variables, 55, 60; and establishment of
causality, 57

squared residuals, 176
standard deviation: definition of, 121,

126; and multiple regression,
206–207; and normal distribution,
134, 135, 136

standard error: and basic principles of
probability, 137–138; definition of,
143; and difference of means, 159;
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and presidential approval ratings, 140;
and sample sizes, 141–142

standardized coefficients, 206–207, 218
Stanley, Julian C., 84n7
Stata (software program), 116, 117, 234
statistical inference(s), 143
statistical model, 172
statistical moment(s), 116–117, 120–122,

126
statistical programs. See software

programs
statistical significance: and bivariate

hypothesis tests, 156; and multiple
regression, 207–209; and p-values,
149–150; and rules of probability, 133

Stewart, Potter, 92, 104
Stimson, James A., 267, 268, 279–280
stimulus, external validity of, 80–81
stochastic component, 172, 182, 190,

195
Stouffer, Samuel, 108, 109
strategic vote, 42–43, 47
substantive significance, and multiple

regression, 207–209, 218
Sullivan, John L., 108, 109
surveys: and experimental research

design, 77, 90; gender of respondents
as measurement metric, 111; and
measurement of personal income, 99;
and spatial dimension of data, 27

Tabares, Tressa E., 214–216
tables. See classification tables; frequency

tables; graphs and graphing
tabular analysis, 147, 150–156
theoretical model, definition of, 15, 21
theory: and causality, 16–17, 34–40; and

characteristics of “good” theory,
44–46; and choice of measurement
methods, 124; and claims of
“confirmation,” 15; definition of, 3,
21; and examination of previous
research, 32–34; extensions of, 43–44;
and good theory-building strategies,
24–25; identification of interesting
variation as first step in building of,
26–29; and learning to use knowledge,
29–32; and offering of answers to
interesting research questions, 25–26;
operationalization and evaluation of,
93; rules of institutions and building
of, 40–43; testing of, 4–5. See also
formal theory; game theory

theory section, of research report, 284
thinking and thinking skills: and

identification of causal claims, 57–61,
66; and writing, 281

Thomas, Duncan, 65
Tijms, Henk, 133
time dimension: definition of, 47; of

dependent variable, 26; and new
research projects, 277

time-series measure, 27–28, 47
time-series observational studies:

definition of, 90; and effective use of
figures and tables, 292–293; and
memory, 257–259; and OLS
regression models, 256–265; and
spatial units, 85; and steps in theory
building, 26–28; and types of
observational studies, 84, 86–87, 88

time units: and cross-series versus
time-series observational studies, 84;
definition of, 90

transitive, definition of, 47
transitive preferences, 41
treatment group(s): definition of, 90; and

random assignment, 72–76
t-ratio, 195
t-statistic, 166–167
t-test, 159–161
Tullock, Gordon, 39
two-tailed hypothesis tests, 185–187
two-variable regression, 171, 183–184,

198–202
“typical” values, for variables, 110

uncertainty: and OLS regression line,
178–189; and presidential approval
ratings, 139n11

unequal error variance. See
heteroscedasticity

uniform distribution, 135n7
uniform error variance. See

homoscedasticity
unstandardized coefficients, 206–207,

218
utility: definition of, 47; formal theory

and concept of, 36–38

validity: definition of, 126; of
measurement, 101–103. See also
content validity; external validity; face
validity; internal validity

Vanberg, Georg, 228
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variable(s): definition of, 21; as key
concept in process of scientific study
of politics, 3; and overview of
scientific approach to political science,
7–15; statistical analyses and types of,
114; “typical” values for, 110. See
also confounding variables;
continuous variables; dependent
variables; dummy variables;
independent variables; indicator
variables; interval variables; ordinal
variables; “ratio” variables; variance;
variation

variable label, 7, 21
variable values, 7, 21
variance, 126. See also covariance

variance inflation factor (VIF), 240,
242–244, 245

variation: definition of, 126; and
measurement of data, 93–95, 105. See
also covariation

Venn diagrams, 180, 212, 213, 238. See
also graphs and graphing

Verba, Sidney, 63–64
Verkuilen, Jay, 104n13
VIF. See variance inflation factor

Whitten, Guy D., 278
writing, and research projects, 280–286,

290–292

zero-sum property, 120, 125
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