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Preface

Bayesian Models for Astrophysical Data provides those who are engaged in the Bayesian modeling of astronomical data with guidelines on how to develop code for modeling such data, as well as on how to evaluate a model as to its fit. One focus in this volume is on developing statistical models of astronomical phenomena from a Bayesian perspective. A second focus of this work is to provide the reader with statistical code that can be used for a variety of Bayesian models.

We provide fully working code, not simply code snippets, in R, JAGS, Python, and Stan for a wide range of Bayesian statistical models. We also employ several of these models in real astrophysical data situations, walking through the analysis and model evaluation. This volume should foremost be thought of as a guidebook for astronomers who wish to understand how to select the model for their data, how to code it, and finally how best to evaluate and interpret it. The codes shown in this volume are freely available online at www.cambridge.org/bayesianmodels. We intend to keep it continuously updated and report any eventual bug fixes and improvements required by the community. We advise the reader to check the online material for practical coding exercises.

This is a volume devoted to applying Bayesian modeling techniques to astrophysical data. Why Bayesian modeling? First, science appears to work in accordance with Bayesian principles. At each stage in the development of a scientific study new information is used to adjust old information. As will be observed when reviewing the examples later in this volume, this is how Bayesian modeling works. A posterior distribution created from the mixing of the model likelihood (derived from the model data) and a prior distribution (outside information we use to adjust the observed data) may itself be used as a prior for yet another enhanced model. New information is continually being used in models over time to advance yet newer models. This is the nature of scientific discovery. Yet, even if we think of a model in isolation from later models, scientists always bring their own perspectives into the creation of a model on the basis of previous studies or from their own experience in dealing with the study data. Models are not built independently of the context, so bringing in outside prior information to the study data is not unusual or overly subjective. Frequentist statisticians choose the data and predictors used to study some variable – most of the time based on their own backgrounds and external studies. Bayesians just make the process more explicit.

A second reason for focusing on Bayesian models is that recently there has been a rapid move by astronomers to Bayesian methodology when analyzing their data. Researchers in many other disciplines are doing the same, e.g., in ecology, environmental science, health outcomes analysis, communications, and so forth. As we discuss later, this is largely the
case because computers are now finally able to engage with complex MCMC-based algorithms, which entail thousands of sampling iterations and many millions of calculations in arriving at a single posterior distribution. Moreover, aside from faster computers with much greater memory, statisticians and information scientists have been developing ever more efficient estimation algorithms, which can now be found in many commercial statistical software packages as well as in specially developed Bayesian packages, e.g., JAGS, Stan, OpenBUGS, WinBUGS, and MLwiN. Our foremost use in the book is of JAGS and Stan. The initial release of JAGS by Martyn Plummer was in December 2007. Stan, named after Stanislaw Ulam, co-developer of the original MCMC algorithm in 1949 with Nicholas Metropolis (Metropolis and Ulam, 1949), was first released in late August 2012. However, the first stable release of Stan was not until early December 2015, shortly before we began writing this volume. In fact, Stan was written to overcome certain problems with the convergence of multilevel models experienced with BUGS and JAGS. It is clear that this book could not have been written a decade ago, or even five years ago, as of this writing. The technology of Bayesian modeling is rapidly advancing, indicating that astrostatistics will be advancing with it as well. This book was inspired by the new modeling capabilities being jointly provided by the computer industry and by statisticians, who are developing better methods of analyzing data.

Bayesian Models for Astrophysical Data differs from other books on astrostatistics. The book is foremost aimed to provide the reader with an understanding of the statistical modeling process, and it displays the complete JAGS and, in most cases, Stan code for a wide range of models. Each model is discussed, with advice on when to use it and how best to evaluate it with reference to other models. Following an overview of the meaning and scope of statistical modeling, and of how frequentist and Bayesian models differ, we examine the basic Gaussian or normal model. This sets the stage for us to then present complete modeling code based on synthetic data for what may be termed Bayesian generalized linear models. We then extend these models, discussing two-part models, mixed models, three-parameter models, and hierarchical models. For each model we show the reader how to create synthetic data based on the distributional assumptions of the model being evaluated. The model code is based on the synthetic data but because of that it is generic and can easily be adapted to alternative synthetic data or to real data. We provide full JAGS and Stan code for each model. In the majority of the examples in this volume, JAGS code is run from the R environment and Stan from within the Python environment. In many cases we also display the code for, and run, stand-alone R and Python models.

Following our examination of models, including continuous, binary, proportion, grouped, and count response models we address model diagnostics. Specifically, we discuss information criteria including the Bayesian deviance, the deviance information criterion (DIC), and the pD and model predictor selection methods, e.g., the Kuo and Mallick test and Bayesian LASSO techniques. In Chapter 10 on applications we bring in real astronomical data from previously published studies and analyze them using the models discussed earlier in the book. Examples are the use of time series for sunspot events, lognormal models for the stellar initial mass function, and errors in variables for the analysis of supernova properties. Other models are discussed as well, with the likelihood-free
approximate Bayesian computation (ABC) presented alongside a pure Python computation as an alternative for analyzing Sunyaev–Zeldovich surveys.

This book should be thought of as a guidebook to help researchers develop more accurate and useful models for their research studies. In this regard we do not go into deep details of an underlying astrophysical model but use it as a template, so the researcher can understand how to connect a given statistical model with the data at hand and, therefore, how to apply it to his or her own problem. It is a new approach to learning how to apply statistics to astronomical research, but we believe that the pedagogy is sound.

It is important for astrostatisticians and astroinformaticists to read a variety of books and articles related to the statistical analysis of astronomical data. Doing so enhances the analyst’s research acumen. Below we briefly point out the themes or approaches given in three other books that have recently been published on astrostatistics. We do not regard these books as competitors. Rather, they should be thought of as complements to this book.

In our view, Feigelson and Babu (2012a) is generally regarded by astronomical and general astrostatistical communities as the standard text on astrostatistics from the frequentist perspective. The text provides readers with a wide range of both parametric and non-parametric methods for evaluating astronomical data; R is used throughout for examples. We recommend this text to astronomers who wish to have an up-to-date volume on astrostatistics from the frequentist tradition. The authors are planning a second edition, which will likely be out in 2018.

The other two books we recommend to accompany the present text are volumes in the Springer Series on Astrostatistics, which is co-sponsored by the International Astrostatistics Association (IAA). Andreon and Weaver (2015) provides a Bayesian approach to the physical sciences, with an emphasis on astronomy. It is closest to this volume in approach. JAGS code is displayed in the book for many examples. The emphasis is on Gaussian-based models, although examples using Bayesian Poisson and logistic models are examined. The book provides a number of nicely presented guidelines and theory. Our third recommendation is the general purpose astrostatistics text by Chattopadhyay and Chattopadhyay (2014), which is frequentist oriented but has a very nice component on Monte Carlo simulation. The R code is used for examples. All three books are excellent resources, but they substantially differ from this volume.

The aim of our book is to provide astrostatisticians with the statistical code and information needed to create insightful and useful models of their data. Much of the code presented here cannot be found elsewhere, but it can be used to develop important models of astronomical data. It is central to us to provide readers with better statistical tools and code for advancing our understanding of the Universe. If this book has achieved this goal to any degree, it has been worth the effort.

We assume that readers have a basic background in frequency-based statistical modeling, and maximum likelihood estimation in particular. We do not expect that readers have gone beyond normal or basic linear regression, but having at least some background in logistic regression or Poisson regression will be helpful. It is not necessary, though. It will also be helpful if the reader knows the basics of R and Python programming. We use R as the base language for examples but make every attempt to explain the code as we go along. For
most examples complete commented Python scripts are provided, allowing the reader to benefit also from a direct comparison between these programming languages. In addition, we do not expect that readers have a background in Bayesian modeling – the subject of the text – but the more you know already, the better.

Owing to these assumptions we cover frequency-based modeling concepts rather quickly, touching on only major points to be remembered when contrasting frequency-based and Bayesian methodologies. We provide an overview of Bayesian modeling and of how it differs from frequentist-based modeling. However, we do not focus on theory. There are a plethora of books and other publications on this topic. We do attempt, however, to provide sufficient background on Bayesian methodology to allow the reader to understand the logic and purpose of the Bayesian code discussed in the text. Our main emphasis is to provide astrostatisticians with the code and the understanding to employ models on astrophysical data that have previously not been used, or have only seldom been used – but which perhaps should be used more frequently. We provide modeling code and diagnostics using synthetic data as well as using real data from the literature.

We should mention that researchers in disciplines other than astrophysics may also find the book useful. The code and discussion using synthetic data are applicable to nearly all disciplines.

We are grateful to a number of our colleagues for their influence on this work. Foremost we wish to acknowledge Alain F. Zuur of Highlands Statistics in Newburgh, Scotland for his contributions to several of the JAGS models used in the book. The codes for various models are adaptations of code from Zuur, Hilbe, and Ieno (2013), a book on both the frequentist and the Bayesian approaches to generalized linear models and generalized linear mixed models for ecologists. Moreover, we have adopted a fairly uniform style or format for constructing JAGS models on this basis of the work of Dr. Zuur and the first author of this volume, which is reflected in Zuur, Hilbe, and Ieno (2013). We would like to express our appreciation to Diana Gillooly, statistics editor at Cambridge University Press, for accepting our proposal to write this book. She has been supportive throughout the life of the book’s preparation. We thank Esther Miguélliz, our Content Manager, and Susan Parkinson, our freelance copy-editor, for their dedicated work in improving this book in a number of ways. Their professionalism and assistance is greatly appreciated. We also wish to express our gratitude to John Hammersley, CEO of Overleaf (WriteLaTeX Ld), who provided us with Overleaf Pro so that we could work simultaneously on the manuscript. This new technology makes collaborative authorship endeavors much easier than in the past. Since we live and work in Arizona, Hungary, and France respectively, this was an ideal way to write the book.

Finally, we each have those in our personal lives who have contributed in some way to the creation of this volume. The third author would like to thank Wolfgang Hillebrandt and Emmanuel Gangler for providing unique working environments which enabled the completion of this project. In addition, she would like to acknowledge all those who supported the Cosmostatistics Initiative and its Residence Programs, where many applications described in this volume were developed. Special thanks to Alberto Krone-Martins, Alan Heavens, Jason McEwen, Bruce Bassett, and Zsolt Frei as well as her fellow co-authors.
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The second author thanks all members of the Cosmostatistics Initiative. Particular thanks to Ewan Cameron, Alberto Krone-Martins, Maria Luiza Linhares Dantas, Madhura Killedar, and Ricardo Vilalta, who have demonstrated their incredible support for our endeavor.

The first author wishes to acknowledge Cheryl Hilbe, his wife, who has supported his taking time from other family activities to devote to this project. In addition, he also wishes to expressly thank Eric Feigelson for advice and support over the past seven years as he learned about the astrophysical community and the unique concerns of astrostastistics. Professor Feigelson’s experience and insights have helped shape how he views the discipline. He also acknowledges the true friendship which has evolved between the authors of this volume, one which he looks forward to continuing in the coming years. Finally, he dedicates this book to two year old Kimber Lynn Hilbe, his granddaughter, who will likely be witness to a future world that cannot be envisioned by her grandfather.