# Index

active set, 103, 281  
candidate, 281  
active set strategy, 102, 103, 244, 281  
extended, 423  
global, 280  
local, 237, 280, 281  
LP, 248, 251  
NLP, 251  
pre-assigned, 298  
activity, 27, 38, 100, 101, 113, 114, 143  
continuous global definitions, 144, 281  
discrete definitions, 146  
local definitions, 146  
strong, 143  
weak, 143  
activity theorem, 102, 103  
AIO, see all-in-one formulation  
ALC, see coordination, augmented Lagrangian  
airflow sensor design, 376, 396  
air tank design, 96, 97, 124  
problem statement, 99, 127  
algorithm, 50, 259  
back-propagation, 56  
invariant, 434  
iterrative, 153, 259, 260  
numerical, 259  
robustness, 261, 441  
anall-in-one formulation, 365, 374  
American Society of Mechanical Engineers, 44, 98, 443  
analytical target cascading, 356, 365, 374, 387, 389  
hierarchical, 389, 398  
nonhierarchical, 398, 399  
Armijo–Goldstein criteria, 275, 280, 313, 435  
ASME, see American Society of Mechanical Engineers  
asymptotically bounded function, 94  
asymptotic substitution, 84, 85  
ATC, see analytical target cascading  
attainable set, 15  
augmented Lagrangian, 266, 292, 294, 298, 316, 333, 395  
algorithmand, 293, 396  
coordination, see coordination, augmented Lagrangian function, 293, 395  
method, 292  
multiplier update, 293  
avtomatic differentiation, 421, 426, 431, 443  
auxiliary function, 339, 342  
barrier function, 288, 322, 350  
algorithmand, 289  
extended, 290  
inverse, 288  
logarithmic, 288  
belt drive problem, 27  
best-fit curve, 51  
BFGS formula, 278  
self-scaling, see scaling, BFGS self-scaling bisection, 267  
black-box method, 318, 319, 338, 350  
block-angular structure, 367, 368  
block diagram, 2  
bound, 26  
greatest lower, 93, 95  
least upper, 95  
lower, 26, 93, 95
Index

bound (cont.)
  simple, 26, 83
  upper, 26, 95
boundary
  of feasible space, 26
  mutation, see mutation, boundary
  optimum, 32, 205, 232
  system boundary, 3
  bounded from below, 26, 27
  bracketing, 266, 310, 314
  branch-and-bound method, 142, 352
  branching, 128, 136
  Broyden–Fletcher–Goldfarb–Shanno, see BFGS formula

CA, see convex approximation
CAE, see computer-aided engineering
calculus of variations, 18
case
  optimum, 103
  relaxed, 149
  case analysis, 85, 103
  case decomposition, 103
  central processing unit, 440
  checklist, 444
  children designs, 331, 390
  Cholesky factorization, 191
  modified, 192
  chromosome, 330
  cluster point, 164, 260
COCO, see comparing continuous optimizers
co-design, 356, 405
  combinatorial optimization, 18, 42
  combined design and control system problem, see co-design
  compact set, 164, 165
  comparing continuous optimizers, 441
  complementary slackness condition, 229
  strict, 241
  computer-aided engineering, 441
  concave function, 123, 179
  concurrent design, 21
  condition number, 261, 435
  lower bound, 263
  conjugate direction method, 311
CONLIN, see convex linearization
  consistent constraint set, 97, 104
  consistent system, see system, consistency
  constrained derivatives, 211
  constrained variable-metric method, 311
  constraint, 12
    active, 27, 100
    critical, 105
    equality, 13
    functional, 15, 25
    functionally independent, 206, 207
    inactive, 30, 100
    inequality, 13
    model validity, 64, 84
    natural, 83
    physical, see constraint, natural
    practical, 83
    redundant, 37, 38
    semiactive, 100, 102
    tight, 27, 132, 144, 146, 209, 281
    uncritical, 113, 114, 129
  constraint activity, 27, see also constraint, active
  constraint addition, 281, 287
  constraint interaction, 36, 85
  constraint propagation, see constraint interaction
  constraint qualification, 207, 252
  constraint set, 15, 97
  constraint tolerance, 265, 328, 334, 347, 424
  continuation method, 41
  control volume, 3
  convergence, 51, 187, 258, 259, 319, 355, 365, 390
    asymptotic, 260
    finite, 261, 274
    global, 260
    linear, 260
    local, 260
    quadratic, 260
    rate of, 260
    superlinear, 260
  convergence ratio, 260
  convex approximation, 305, 306, 308
  convex approximation algorithm, 305, 440
  convex function, 177, 178
  convex linearization, 305
  convex linearization algorithm, 305
  convex set, 177, 178, 240
  coordinate search, 319, 351
  multilevel, 343
  coordination, 22, 355, 356, 357, 360
    augmented Lagrangian, 399
    bilevel, 414
    hierarchical, 22, 357, 369, 370
    hierarchical overlapping, 390
    method, see coordination, strategy
    multilevel, 389
    nonhierarchical, 22, 357
    strategy, 22, 356, 357, 374, 414, 417
ATC, 393, 396
system, 355
coordination algorithm, 365
coupling, 357, 361, 363, 370
high, 370, 371
low, 370, 371
matrix, 407
measures of, 407
strength, 379, 407
variable, see variable, coupling
vector, 407
CPU, see central processing unit
criterion, 8, 9, 16
termination, see termination criterion
criticality, 39, 104, 105
conditional, 110
multiple, 110
crossover, 330
arithmetic, 332
heuristic, 332, 333
curvature, 177, 263
at the boundary, 214
negative direction of, 193
curve fitting, 17, 47, 428
Dantzig’s simplex method, 236, 252, 324
Davidon–Fletcher–Powell formula, see DFP
formula
Davies, Swann, and Campey method, see DSC
method
decision-making model, 9, 11
decision-making process, 1, 41
decision variables, 210, 214, 220, 224
decomposition, 22, 191, 355
decomposition-based optimization, 22, 23, 355,
356
decreasing function, 104
degeneracy, 229, 242, 244, 438
degree(s) of freedom, 29, 101, 132, 209, 210,
440
derivative-free method, 40, 318, 440
descent direction, 183, 184, 188, 193, 233, 243,
274, 280, 321
design, 1, 6
analysis, 6
configuration, 6, 10, 18
constants, see system, constants
constraints, 12
parameters, see system, parameters
projects, 40
synthesis, 6
variables, see system, variables
design structure matrix, 360
DFP formula, 278, 279, 297
DIRECT, see dividing rectangles
algorithm
direct elimination, 65, 202, 209
directed equality, 116, 117, 236
direction theorem, 116, 117
directional derivative, 274
direct search method, 318, 319
discrete activity definitions, 146
discrete constraint, 141
discrete local optimum, 145, 147, 148
discrete optimization, 145, see also discrete
programming
discrete programming, 18
discrete variable, 140
dividing rectangles algorithm, 338, 350
dominance, 39, 110
dominance theorem, 112
dominant constraint, 39
DSC method, 271, 313
DSM, see design structure matrix
dual-angular structure, 370
dual decomposition, 372
dual function, 308
duality theory, 307, 418
dual problem, 293, 307
dual variable, 307
efficient global optimization, 344, 350
EGO, see efficient global optimization
elevator design, 409
equality constraints, 13, 114, 209, 386, 425
equality subproblem, 284
equivalent models, 13, 14
error, 55, 88, 91, 260
absolute, 428
condition (cancellation), 428
prediction, 346
random, 57
rounding, 428
training, 57
truncation, 427
validation, 57
exhaustive enumeration, 141
existence, 24, 163
expected improvement function, 346
explicit algebraic elimination, 92
extreme point, 241
nondegenerate, 241
extremum, 95
Index

FDT, see functional dependence table
feasible descent, 233, 316
feasible design, 11, 12
feasible direction, 202, 232, 286
feasible domain, 13, 25
reduction, 85
feasible perturbation, 202, 209
feasible set, 97, 99, see also feasible domain
feasible space, see feasible domain
filter algorithm, 322, 350
finite difference, 48, 276, 421, 426, 427
approximation of Hessian, 428
central, 428
forward, 427
interval, 427, 428, 430
First Monotonicity Principle, 105, 114, 203
fitness function, 330
free-body diagram, 3
fully stressed design, 31
function
linking, 370
not defined, 425
perturbation, 167
functional dependence table, 361
functional independence, 147, 206, 424
functional representation, 5, 12, 14
GA, see genetic algorithm
game theory, 17
geartrain design, 75
generalized pattern search, 319, 321, 350
generalized polynomial, 45, 48, 393
generalized reduced gradient method, 220, 221, 285, 440
generating set search, 320
generation, 330, 331
genetic algorithm, 19, 326, 329, 349, 350
canonical, 329
multiobjective, 334
design, 319, 321, 327
global convergence, 259, 260, 261, 280, 296, 310, 321, 390
global information, 103
global knowledge, 40
global minimum, 35, 178, 235, 283
global optimization, 40, 143, 319, 438, 444
goal programming, 16
golden section, 313
GPS, see generalized pattern search
descent, 167
constrained, 211
gradient, 167
projected, 225
reduced, 211
steep descent, 194
gradient algorithm, 189
gradient method, 189
reduced, 209
gradient projection method, 225
gradient vector, 167
graphical data, 47
graphical user interface, 441
graph partitioning, 359, 367
graph representation, 359
GRG, see generalized reduced gradient method
GSS, see generating set search
GUI, see graphical user interface
Hessian matrix, 167, 176
bordered, 220
constrained, 214, 216
ill-conditioned, 261
mixed-variable, 216
singular, 175, 176
heuristic method, 319, 326, 349
hidden layer, 55
hierarchical decomposition, 305, 366
hierarchical level, 3, 20
hollow cylinder problem definition, 35
homogenization, 19
homotopy method, 41
hydraulic cylinder problem definition, 118
hypergraph, 359
hyperplane, 179
normal, 207
tangent, 207
hypersurface, 206
IDF, see individual disciplinary feasible formulation
ill-conditioned matrix, 261
implicit enumeration, 142
implicit numerical solution, 259, 421, 426
inconsistent constraints set, 97, 113
increasing function, 104
incumbent, 318, 320
indefinite matrix, 176
individual disciplinary feasible formulation, 356, 365, 397
inequality constraint, 13, 84
infimum, 93, 94, 95
inflection point, 35
inner iteration, 221, 284, 286, 298
internal combustion engine problem statement, 66
internet sites, 441, 443, 444
interpolation, 266
cubic, 269
quadratic, 268
interval of uncertainty, 266
intrinsically linear functions, 53
intrinsically nonlinear functions, 53
iterative optimization, 108, 413
Jacobian matrix, 55, 171, 216, 424
Karush–Kuhn–Tucker, see under KKT
KKT conditions, 146, 229, 231, 232, 253, 315
KKT geometric interpretation, 232
KKT linear programming specialization, 241
KKT norm, 265
KKT point, 229
kriging, 57, 345
Lagrange multiplier, 196, 212, 228, 307
estimates, 212, 248, 265, 283, 284, 436
interpretation, 250
Lagrange–Newton equations, 294, 295, 299
Lagrange–Newton method, 295
Lagrangian function, 212, 217, 292
standard forms, 231
LB, see lower bound
least squares, 51, 285
linear actuator design problem, 60
linear approximation, 166, 168
linear programming, 18, 236
sequential, 305, 317
simplex method, 236, 252
linear programming algorithm, see LP algorithm
linear regression, 53
line search, 189, 266, 298, 301
Armijo, 275
exact, 189
inexact, 266, 274
Lipschitz constant, 338, 340
Lipschitz continuity, 340
Lipschitz optimization, 340
local approximation, 165, 171
local convergence, 260
local knowledge, 40
local maximum, 35
local minimum, 35, 148, 172
extended, 148
local optimum, 35
logical decomposition chart, 130
logistic function, 54
lower bound, 26, 93, 95
lower-bounding function, 95
LP, see linear programming
LP algorithm, 243
Maclaurin theorem, 199
MADS, see mesh-adaptive direct search
master problem, 22, 366
mathematical programming, 17
matrix design structure, see design structure
matrix
matrix structure, see structure matrix
maximum, 35, 95, see also optimum
MDA, see multidisciplinary analysis
MDP, see multidisciplinary feasible formulation
MDO, see multidisciplinary design optimization
merit function, 296, 322, 342, 345, 347
mesh-adaptive direct search, 323, 350, 351
metamodel, 43, 46, 51, 344
method of moving asymptotes, 306
metric, 164, 191, 311
Metropolis criterion, 327
minimum, 95, see also optimum
discrete local, 148
MMA, see method of moving asymptotes
model
analysis, 6
definition, 4
design, 6
elements, 5
mathematical, 1, 4, 15
mixed-discrete, 18
multicriteria, 15
multiobjective, 15
parameters, 64
physical, 4
symbolic, 4
underconstrained, 103
virtual reality, 5
well-constrained, 98
model preparation, 150
model reduction, 65, 132
model simplification, 65
model transformation, 13
model validity constraint, 64, 71
MOGA, see multiobjective genetic algorithm
monotonicity, 104
composite functions, 108
functional, 132, 136
opposite, 108
monotonicity (cont.)
regional, 114, 117
same, 108
monotonicity analysis, 39, 84, 92
monotonicity integrals, 109
monotonicity principles, 92, 105
monotonicity table, 92, 132
monotonicity theorem, 104
monotonic variable, 105, 118
move limits, 305, 306, 308
moving asymptotes, definition, 306, see also method of moving asymptotes
MP1, see First Monotonicity Principle
MP2, see Second Monotonicity Principle
multiarmed roulette wheel, 332
multidisciplinary analysis, 356
multidisciplinary design optimization, 356
multidisciplinary feasible formulation, 356, 365, 374
multiobjective genetic algorithm, 334
multiphysics, 356
multiplier method, see augmented Lagrangian
mutation, 330
boundary, 333
multi-nonuniform, 333
nonuniform, 333
uniform, 333
NAND, see nested analysis and design
necessary conditions, 91
constrained models, 202, 212, 229
unconstrained models, 172
negative-definite matrix, 176
negative null form, 14
negative-semidefinite matrix, 176
negative unity form, 14
Nelder–Mead simplex algorithm, 323, 324
nested analysis and design, 374
nested optimization, 414
neural net, see neural network
neural network, 53
training, 55
neuron, 53
Newton’s method, 186, 263
modified, 190, 276
NHST, see null hypothesis significance testing
NLP, see nonlinear programming
nondifferentiable optimization, 197
nondominated solution, 322, 335
nondominated sorting genetic algorithm II, 335
nongradient methods, 318
nongradient search, 310, 318, see also nongradient methods
nonlinear programming, 18
nonobjective variable, 119, 120
nonregular point, 233
nonsmooth optimization, 197
norm
Chebychev, 392
Euclidean, 167, 392
infinity, see norm, Chebychev
maximum, see norm, Chebychev
taxicab, 286
normal equations, 51
normal plane, 207
NSGA-II, see nondominated sorting genetic algorithm II
null hypothesis significance testing, 352
objective function, 9, 11
one-dimensional (single-variable) minimization, 266
operations research 18, 416
optimal design, 10
optimization checklist, 444
optimization codes, 429, 439, see also software
optimization model, 9, 12, 46
optimizing out, 106
optimum, 25, 95
boundary, 26, 31, 32, 202
constrained, 97
global, 35
interior, 32, 162
local, 35
parametric, 126
particular, 125
unique, 32, 35, 94
order symbol, 166
orthogonal direction, 207, 227, 232, 263
orthogonal projection, 32
outer iteration, 284
parametric functions, 125
parametric optimization procedure, 126
parametric optimum, 126
parametric study, 17, 41, 249
parametric tests, 129
parent, 330
elite, 330
selection, 330, 331
Pareto-optimal point, see Pareto point
Pareto-optimal set, see Pareto set
Pareto point, 16
Pareto set, 16
Pareto solution, see nondominated solution; Pareto point
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monotonicity (cont.)
regional, 114, 117
same, 108
monotonicity analysis, 39, 84, 92
monotonicity integrals, 109
monotonicity principles, 92, 105
monotonicity table, 92, 132
monotonicity theorem, 104
monotonic variable, 105, 118
move limits, 305, 306, 308
moving asymptotes, definition, 306, see also method of moving asymptotes
MP1, see First Monotonicity Principle
MP2, see Second Monotonicity Principle
multiarmed roulette wheel, 332
multidisciplinary analysis, 356
multidisciplinary design optimization, 356
multidisciplinary feasible formulation, 356, 365, 374
multiobjective genetic algorithm, 334
multiphysics, 356
multiplier method, see augmented Lagrangian
mutation, 330
boundary, 333
multi-nonuniform, 333
nonuniform, 333
uniform, 333
NAND, see nested analysis and design
necessary conditions, 91
constrained models, 202, 212, 229
unconstrained models, 172
negative-definite matrix, 176
negative null form, 14
negative-semidefinite matrix, 176
negative unity form, 14
Nelder–Mead simplex algorithm, 323, 324
nested analysis and design, 374
nested optimization, 414
neural net, see neural network
neural network, 53
training, 55
neuron, 53
Newton’s method, 186, 263
modified, 190, 276
NHST, see null hypothesis significance testing
NLP, see nonlinear programming
nondifferentiable optimization, 197
nondominated solution, 322, 335
nondominated sorting genetic algorithm II, 335
nongradient methods, 318
nongradient search, 310, 318, see also nongradient methods
nonlinear programming, 18
nonobjective variable, 119, 120
nonregular point, 233
nonsmooth optimization, 197
norm
Chebychev, 392
Euclidean, 167, 392
infinity, see norm, Chebychev
maximum, see norm, Chebychev
taxicab, 286
normal equations, 51
normal plane, 207
NSGA-II, see nondominated sorting genetic algorithm II
null hypothesis significance testing, 352
objective function, 9, 11
one-dimensional (single-variable) minimization, 266
operations research 18, 416
optimal design, 10
optimization checklist, 444
optimization codes, 429, 439, see also software
optimization model, 9, 12, 46
optimizing out, 106
optimum, 25, 95
boundary, 26, 31, 32, 202
constrained, 97
global, 35
interior, 32, 162
local, 35
parametric, 126
particular, 125
unique, 32, 35, 94
order symbol, 166
orthogonal direction, 207, 227, 232, 263
orthogonal projection, 32
outer iteration, 284
parametric functions, 125
parametric optimization procedure, 126
parametric optimum, 126
parametric study, 17, 41, 249
parametric tests, 129
parent, 330
elite, 330
selection, 330, 331
Pareto-optimal point, see Pareto point
Pareto-optimal set, see Pareto set
Pareto point, 16
Pareto set, 16
Pareto solution, see nondominated solution; Pareto point
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partial minimization, 98, 99
partial minimum, 99
particle swarm, 326, 335
particle swarm optimization, 335, 350
partitioned optimization, 414
partitioning
  aspect, 23, 356
  hierarchical, 21, 22, 366
  methods, 365
  nonhierarchical, 22, 366
  object, 21
  synthesis, 366, 367, 370
partitioning method, 365
penalty function, 288, 290, 291, 328, 342
  approximate, 302
  augmented Lagrangian, 395
  for equality constraints, 291
  exact, 288, 302
  quadratic loss, 291
penalty transformation, 287, see also penalty function
  controlling parameter, 287
  exact, 288
  exterior-point, 288
  interior-point, 288
  sequential, 288
perturbation vector, 167
piecewise monotonic function, 118
polynomial, 47, 53, 57, 166, 266
population, 326, 330, 334
positive-definite matrix, 176
positive null form, 14
positive-semidefinite matrix, 176
post-optimality analysis, 41, 71, 249
preference parameters, 15
pre-processing, 357
pressure vessel design, 372
primal problem, 307
process variance, 57
projected Lagrangian method, 311
projection matrix, 226
PSO, see particle swarm optimization
QP, see quadratic programming
  quadratic approximation, 47, 166
  quadratic form, 170, 176
  differential, 172
quadratic function, 48, 49, 168, 170
quadratic programming
  sequential, 294, 296
  subproblem, 296, 298
quadratic termination, 260
quasi-Newton (BFGS) memoryless update, 315
quasi-Newton algorithm, 278
quasi-Newton complementarity, 279
quasi-Newton condition, 277
quasi-Newton method, 276
quasi-Newton update, 277
  rank one, 277, 278
  rank two, 277, 278
reciprocal variables, 306
reduced order model, 51
regional monotonicity, 114, 117
regula falsi method, 314
regular point, 207, 229, 233, 241
relaxation, 110, 112
relaxation corollary, 113
relaxation theorem, 113
relaxed constraint, 112, 142, 301, 391
relaxed problem, 100
response surface, 345, 443
ridge, 172
Rosenbrock’s (banana) function, 199, 325, 344
SA, see simulated annealing
saddlepoint, 172, 191, 289, 437, 438
scalar substitute problem, 15
scaling, 345, 387, 421, 433
  BFGS self-scaling, 436
  diagonal, 434
  for Hessian conditioning, 435
  parameter, 303
  self-, 436
search direction vector, 188
secant method, 312
Second Monotonicity Principle, 118, 119, 120
sectioning, 266, 312
semiactivity, 120, 145
  strong, 143
  weak, 143
sensitivity, 249
  analysis, 17, 41, 249
  coefficients, 249, 250
  study, 10, see also sensitivity analysis
separable function, 169, 199, 343, 368, 372
sequential linear programming, 305, 440
sequential optimization, 412
sequential quadratic programming, 266, 294, 296
  algorithm, 296, 298
set constraint, 15
sigmoid function, 385
simplex algorithm, 319, 323, 324
simplex method, 236, 324, 252
simplicial, 324, see also simplex algorithm
Index

simulated annealing, 326, 350
simulation model, 17, 43
simultaneous mode design, 31
simultaneous optimization, 413
slack variable, 16, 423
SLP, see sequential linear programming
SM, see structure matrix
software, 439
solution (state) variable, 210
spatial correlation function, 57
SQP, see sequential quadratic programming
stationarity condition, 172
stationary point, 172
step length, see step size
step poll, 321
step search, 321
step size, 184, 185, 188, 190, 203, 266, 272, 320
structure
block-angular, 367
dual-angular, 370
structure matrix, 358
subgradient, 197
suboptimal solution, 21
subproblem, 22, 189, 284, 296, 298, 333, 355, 365, 390
subsystem, 4, 355, 357, 393, 413
sufficient condition(s), 164
coupled with constraints, 217, 218, 229
generative interpretation, 232, 234
unconstrained models, 172, 181
supremum, 95
surrogate model, 43, 51
symbolic computation, 421
system, 1
boundary, 3
consistency, 364, 376, 393
constants, 5
coordination, 355
interactions, 357
optimality, 364
parameters, 5
partitioning, 21, 355
variables, 5
tabular data, 47
tangent plane, 207
target cascading in product design, 388
Taylor approximation, 47, 191
Taylor expansion, 47, 166, 189, 190, 198
Taylor series, 47, 165, 167
termination criterion, 189, 265
transversality condition, 229
tuck suspension design, 400
trust region, 194, 195
algorithm, 195, 196
constraint, 196
with constraints, 301
radius, 195
reduction ratio, 302
turbine blade design, 386
UB, see upper bound
unconstrained minimum, 32
unconstrained problem, 163
uncriticality, 111
uncriticality theorem, 113
underconstrained model, 103
unimodality, 267
upper bound, see bound, upper
upper bound formulation, 17
utility theory, 16
VA, see vane airflow
valley, 172
curved, 177
straight, 175
value functions, 16
vane airflow, 376, 377, 417
design, see airflow sensor design
variable
coupling, 358, 363, 370
intermediate, 13, 65
linking, 22, 366
local, 22, 366
shared, 363, 364
variable (local) copy, 365
variable-metric method, 311
variable partitioning, 210, 217, 224, 225, 286
vector function, 171
virtual reality, 5
Weierstrass theorem, 164
weights, subjective, 15
well-bounded model function, 93
well-constrained function, 98
well-constrained model, 98
well-constrained problem, 105
well-posed problem, 25
working set, 103, 281