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physical unclonable function
  analogy to source model, 370
  arbiter PUF, 363
  ring oscillator (RO) PUF, 363
  SRAM PUF, 363
PIN model, 333, 334, 352, 357
PM codes, see product-matrix codes
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