Probabilistic Forecasting and Bayesian Data Assimilation

In this book the authors describe the principles and methods behind probabilistic forecasting and Bayesian data assimilation. Instead of focusing on particular application areas, the authors adopt a general dynamical systems approach, with a selection of low-dimensional, discrete time numerical examples designed to build intuition about the subject.

Part I explains the mathematical framework of ensemble-based probabilistic forecasting and uncertainty quantification. Part II is devoted to Bayesian filtering algorithms, from classical data assimilation algorithms such as the Kalman filter, variational techniques, and sequential Monte Carlo methods, through to more recent developments such as the ensemble Kalman filter and ensemble transform filters. The McKean approach to sequential filtering in combination with coupling of measures serves as a unifying mathematical framework throughout Part II.

The prerequisites are few. Some basic familiarity with probability is assumed, but concepts are explained when needed, making this an ideal introduction for graduate students in applied mathematics, computer science, engineering, geoscience and other emerging application areas of Bayesian data assimilation.
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Preface

Classical mechanics is built upon the concept of determinism. Determinism means that knowledge of the current state of a mechanical system completely determines its future (as well as its past). During the nineteenth century, determinism became a guiding principle for advancing our understanding of natural phenomena, from empirical evidence to first principles and natural laws. In order to formalise the concept of determinism, the French mathematician Pierre Simon Laplace postulated an intellect now referred to as Laplace’s demon:

We may regard the present state of the universe as the effect of its past and the cause of its future. An intellect which at a certain moment would know all forces that set nature in motion, and all positions of all its items of which nature is composed, if this intellect were also vast enough to submit these data to analysis, it would embrace in a single formula the movements of the greatest bodies of the universe and those of the tiniest atoms; for such an intellect nothing would be uncertain and the future just like the past would be present before its eyes.¹

Laplace’s demon has three properties: (i) exact knowledge of the laws of nature; (ii) complete knowledge of the state of the universe at a particular point in time (of course, Laplace was writing in the days before knowledge of quantum mechanics and relativity); and (iii) the ability to solve any form of mathematical equation exactly. Except for extremely rare cases, none of these three conditions is met in practice. First, mathematical models generally provide a much simplified representation of nature. In the words of the statistician George Box: “All models are wrong, some are useful”. Second, reality can only be assessed through measurements which are prone to measurement errors and which can only provide a very limited representation of the current state of nature. Third, most mathematical models cannot be solved analytically; we need to approximate them and then implement their solution on a computer, leading to further errors. At the end of the day, we might end up with a perfectly deterministic piece of computer code with relatively little correspondence to the evolution of the natural phenomena of interest to us.

¹ We have found this quote in the Very Short Introduction to Chaos by Smith (2007b), which has also stimulated a number of philosophical discussions on imperfect model forecasts, chaos, and data assimilation throughout this book. The original publication is Essai philosophique sur les probabilités (1814) by Pierre Simon Laplace.
Despite all these limitations, computational models have proved extremely useful, in producing ever more skilful weather predictions, for example. This has been made possible by an iterated process combining forecasting, using highly sophisticated computational models, with analysis of model outputs using observational data. In other words, we can think of a computational weather prediction code as an extremely complicated and sophisticated device for extrapolating our (limited) knowledge of the present state of the atmosphere into the future. This extrapolation procedure is guided by a constant comparison of computer generated forecasts with actual weather conditions as they arrive, leading to subsequent adjustments of the model state in the weather forecasting system. Since both the extrapolation process and the data driven model adjustments are prone to errors which can often be treated as random, one is forced to address the implied inherent forecast uncertainties. The two main computational tools developed within the meteorology community in order to deal with these uncertainties are ensemble prediction and data assimilation.

In ensemble prediction, forecast uncertainties are treated mathematically as random variables; instead of just producing a single forecast, ensemble prediction produces large sets of forecasts which are viewed as realisations of these random variables. This has become a major tool for quantifying uncertainty in forecasts, and is a major theme in this book. Meanwhile, the term data assimilation was coined in the computational geoscience community to describe methodologies for improving forecasting skill by combining measured data with computer generated forecasts. More specifically, data assimilation algorithms meld computational models with sets of observations in order to, for example, reduce uncertainties in the model forecasts or to adjust model parameters. Since all models are approximate and all data sets are partial snapshots of nature and are limited by measurement errors, the purpose of data assimilation is to provide estimates that are better than those obtained by using either computational models or observational data alone. While meteorology has served as a stimulus for many current data assimilation algorithms, the subject of uncertainty quantification and data assimilation has found widespread applications ranging from cognitive science to engineering.

This book focuses on the Bayesian approach to data assimilation and gives an overview of the subject by fleshing out key ideas and concepts, as well as explaining how to implement specific data assimilation algorithms. Instead of focusing on particular application areas, we adopt a general dynamical systems approach. More to the point, the book brings together two major strands of data assimilation: on the one hand, algorithms based on Kalman’s formulas for Gaussian distributions together with their extension to nonlinear systems; and on the other, sequential Monte Carlo methods (also called particle filters). The common feature of all of these algorithms is that they use ensemble prediction to represent forecast uncertainties. Our discussion of ensemble-based data assimilation algorithms relies heavily on the McKean approach to filtering and the concept of coupling of measures, a well-established subject in probability which has not yet
found widespread applications to Bayesian inference and data assimilation. Furthermore, while data assimilation can formally be treated as a special instance of the mathematical subject of filtering and smoothing, applications from the geosciences have highlighted that data assimilation algorithms are needed for very high-dimensional and highly nonlinear scientific models where the classical large sample size limits of statistics cannot be obtained in practice. Finally, in contrast with the assumptions of the perfect model scenario (which are central to most of mathematical filtering theory), applications from geoscience and other areas require data assimilation algorithms which can cope with systematic model errors. Hence robustness of data assimilation algorithms under finite ensemble/sample sizes and systematic model errors becomes of crucial importance. These aspects will also be discussed in this book.

It should have become clear by now that understanding data assimilation algorithms and quantification of uncertainty requires a broad array of mathematical tools. Therefore, the material in this book has to build upon a multidisciplinary approach synthesising topics from analysis, statistics, probability, and scientific computing. To cope with this demand we have divided the book into two parts. While most of the necessary mathematical background material on uncertainty quantification and probabilistic forecasting is summarised in Part I, Part II is entirely devoted to data assimilation algorithms. As well as classical data assimilation algorithms such as the Kalman filter, variational techniques, and sequential Monte Carlo methods, the book also covers newer developments such as the ensemble Kalman filter and ensemble transform filters. The McKean approach to sequential filtering in combination with coupling of measures serves as a unifying mathematical framework throughout Part II.

The book is written at an introductory level suitable for graduate students in applied mathematics, computer science, engineering, geoscience and other emerging application areas of Bayesian data assimilation. Although some familiarity with random variables and dynamical systems is helpful, necessary mathematical concepts are introduced when they are required. A large number of numerical experiments are provided to help to illustrate theoretical findings; these are mostly presented in a semi-rigorous manner. Matlab code for many of these is available via the book’s webpage. Since we focus on ideas and concepts, we avoid proofs of technical mathematical aspects such as existence, convergence etc.; in particular, this is achieved by concentrating on finite-dimensional discrete time processes where results can be sketched out using finite difference techniques, avoiding discussion of Itô integrals, for example. Some more technical aspects are collected in appendices at the end of each chapter, together with descriptions of alternative algorithms that are useful but not key to the main story. At the end of each chapter we also provide exercises, together with a brief guide to related literature.

With probabilistic forecasting and data assimilation representing such rich and diverse fields, it is unavoidable that the authors had to make choices about the material to include in the book. In particular, it was necessary to omit many in-
Interesting recent developments in uncertainty quantification which are covered by Smith (2014). A very approachable introduction to data assimilation is provided by Tarantola (2005). In order to gain a broader mathematical perspective, the reader is referred to the monograph by Jazwinski (1970), which still provides an excellent introduction to the mathematical foundation of filtering and smoothing. A recent, in-depth mathematical account of filtering is given by Bain & Crisan (2009). The monograph by del Moral (2004) provides a very general mathematical framework for the filtering problem within the setting of Feynman–Kac formulas and their McKean models. Theoretical and practical aspects of sequential Monte Carlo methods and particle filters can, for example, be found in Doucet, de Freitas & Gordon (2001). The popular family of ensemble Kalman filters is covered by Evensen (2006). The monograph by Majda & Harlim (2012) develops further extensions of the classic Kalman filter to imperfect models in the context of turbulent flows. We also mention the excellent monograph on optimal transportation and coupling of measures by Villani (2003).
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