σ-algebra, 8
ABO blood group model, 472, 479, 489
accessible (knowledge structure), 279
accumulative prediction error, 571
adapted query routine, 311
adaptive design optimization, 581
additive Cauchy equation, 153
additive representation, 152
adjacency matrix, 198
adjusted query routine, 312
AIC, 527
Akaike information criterion, 569
almost hanging (state), 310
antimatroid, 279
antisymmetric relation, 283
assortativity, r, 262
asymptotically stable, 344
atom, 284
attractor, 345
attribute function, 285
base, 283
basin of attraction, 345
Bayes factor, 525, 573
Bayes rule, 510
Bayesian hierarchical modeling, 504, 545
Bayesian information criterion, 569
Bayesian probability, 509
Bernoulli graph model, 252
model, 249
BIC, 527
big-O notation, O(g(n)), 201
binary (preference) relations, 386
orders
interval, 387
semi-, 387
strict linear, 387
strict partial, 387
strict weak, 387
weak, 387
binary multinomial processing tree, 466, 469, 486
binocular vision, 173
bipolar coordinates, 174
birth–death process, 364
Bishop–Cannings theorem, 329
Bonini’s paradox, 588
BUGS, 517
careless error probability, 300
child, 299
choice
binary, 383
Luce model, 431
multinomial logit (MNL) model, 431
probabilities
attraction effect, 440
best, 383
best choice induced by rankings, 399
best-worst, 383
best-worst choice induced by rankings, 400
binary, 383
binary choice induced by rankings, 397
compromise effect, 441
constant error model, 390
distance-based specification, 393
independence of irrelevant alternatives, 431
regularity of, 429
similarity effect, 441
tremble model, 390
worst, 383
probability distributions, 382
clause, 285
clique, 206, 247
cognitive modeling, 553
competing risks model
hazard based, 30
latent-failure times, 32
Weibull, 30
complementation, 246
completely monotone function, 61
computational complexity, 199
concatenation (of a word and an item), 289
conditional posterior distributions, 515

Index
conditionally independent, 244
uniform models, 259
conjugate prior, 513
connected, 205
component, 205
constant ratio condition, 155
context-free grammar, 490
convex hull, 395
polytope, 396
set, 395
convex dimension, 294
convolution, 20
copula, 56
Archimedean generator, 61
Archimedean, 60
bivariate extreme value, 57
Clayton, 62
co-, 60
dual of, 60
n-dimensional, 57
density, 58
Fréchet bound, 60
independence, 58
survival, 59
vine, 58
coupling, 44, 108, 119
event, 48
inequality, 48
i.i.d., 46
identity, 119
independent, 108, 147
maximal, 49
quantile, 46
reduced, 117–119, 122, 124, 129,
136
self-, 46
covered (state covered by), 278
covering diagram, 278
cross-validation, 571
d’Alembert’s functional equation, 169
degree
digraph, 202
graph, 203
sequence, 203
dependence, 63
Kendall’s tau, 54
negative, 66
negative lower orthant (NLOD), 66
negative upper orthant (NUOD), 66
positive, 63
positive lower orthant (PLOD), 64
positive quadrant, 77
positive upper orthant (PUOD), 64
Spearman’s rho, 67
dependency graph, 247
derivable operation, 62
design optimization, 579
determines (a word determines), 289
Deviance Information Criterion (DIC), 524, 527
diameter, 204
digraph, 469, 485
discrepancy function, 567
discriminative (knowledge structure), 276
discriminative (surmise system), 286
distribution for degrees
β-negative binomial, 218
negative binomial, 219
Poisson, 218
power law, 218
Zipf’s law, 222
distribution function, 11
Beta, 75
bivariate Marshall–Olkin, 15
exponential, 12
extreme value, 37
Fréchet type, 40
Gumbel type, 40
Weibull type, 40
inverse Gauss (or Wald), 20
Kumaraswamy, 75
normal, 20
of the same type, 38
sub-, 30
uniform, 27
Weibull, 12
domain, 276
downgradable (knowledge structure), 279
dyad independence model, 254
eigenvalue, 226
dominant, 232
second smallest Laplacian, 238
embedding, 207
empty word, 289
encoded (learning space), 294
entropies of degree α, 170
equality in distribution, 10
point-wise, 10
equilibrium evolutionarily stable set, 335
tayloring–Jonker definition, 327
evolutionarily stable state, 348
evolutionarily stable strategy
Maynard Smith and Price definition, 326
Tayloring–Jonker definition, 322
exchangeability (of random variables), 24
explanatory adequacy, 563
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exponential random graph models (ERGMs), 244, 258
extended distribution, 300
extra problem, 314

facets deferring, 396
factor, 111
failure rate, see hazard (rate) function
faithfulness, 563
falsifiable, 562
Fechner’s theory, 159
finite (knowledge structure), 276
Fisher information approximation, 565, 569
fixed point definition, 344
hyperbolic, 353
Fréchet–Hoeffding bound, 50
comonotonicity, 51
countermonotonicity, 51
frequentist probability, 508
full binary tree, 469, 493
functional equation, 151
functional form, 565
fundamental equation of information measures, 153
fundamental theorem of natural selection, 358

gambles, 183
branches of, 408
first-order
of gains, 408
idempotence, 409
mixed, 415
risky, 409
uncertain, 409
utility representations
configural weighted, 411
cumulative prospect theory, 410
ranked additive, 407
ranked weighted, 407
TAX, 411
game
Battle of the Sexes, 342, 360
cooperation, 342
doubly symmetric, 358
hawk–dove, 343
Prisoners’ Dilemma, 341, 367
Rock–Paper–Scissors, 328, 344
generalizability, 567
Gibbs sampler, 515, 531
global identification, 468, 478
goodness-of-fit, 563
gradation, 312
granular (knowledge space), 284
graph, 202

bipartite, 204
connected, 205
connectivity, 206
cycle, 202, C_n, 204
path, 202, P_n, 204
star, S_n, 204
subgraph, 205, induced —, < V >, 205
groundedness, 57

half-split rule, 305
Hammersley–Clifford (H-C) theorem, 244, 248
hanging (state), 310
hazard (rate) function, 27
cause-specific, 30
cumulative, 28
sub-, 30
hidden Markov chain, 455, 458, 460
hierarchical dual-process models, 540
hierarchical linear models, 507
hierarchical model, 499
hierarchical modeling, 506
hierarchical nonlinear models, 507
hierarchical prior, 520
hierarchical shrinkage, 520
hierarchical single-process models, 544
horse race model
context-dependent, 430
distribution-free, 429
independent random utility, 429
linear ballistic accumulator model
additive, 438
drift rate variability, 438
multiattribute, 441
multiplicative, 434
of choice and response time, 439
parallel, 439
start point variability, 434
of choice, 427
hyperbolae of Hillebrand, 173
identity
Hoeffding’s, 19
imitate-the-best, 367
improper prior, 513
inner fringe, 288
input, 85, 110, 111
instance, 275
interaction neighborhood, 367
interpretability, 563
item, 276
JAGS, 516, 545
joint posterior, 514
joint prior, 514
joint receipt, 183
knowledge space, 279
knowledge state, 276
knowledge structure, 276
Laplace approximation, 526
Laplace transform, 61
Laplacian
eigenvalue, algebraic connectivity, 236, 238, 262
eigenvector, Fiedler, 238
matrix, 236
latent parameters, 244
latent state, 306
learning diagram, 292
learning path, 312
learning sequence, 289
learning space, 278
learning word, 289
least squares estimation, 509, 560
leave-one-out-cross-validation, 572
length (of a word), 289
likelihood function, 497, 511, 512, 561
local identification, 468
local interaction model, 366
Lucky guess probability, 300
Lyapunov stability, 344
Lyapunov stability theorem, 347
Lyapunov’s indirect method, 353
m-dimensional fundamental equation of information, 171
marginal likelihood, 525, 573
marginal posterior, 514
marginal selectivity, 125
Markov
chain, 249
chain Monte Carlo (MCMC), 256
graph, 255
Markov chain, 458
Markov chain Monte Carlo (MCMC), 515
mass-at-chance (MAC) link, 530
maximum likelihood, 563
maximum likelihood distribution, 567, 570
maximum likelihood estimation, 509, 560
measurable
function, 9
space, 8
measurable set, see sigma-algebra
minimum description length, 570
model complexity, 565
model evaluation, 562
model revison, 587
model selection, 569
model validity, 478
morphism
auto—, 207
homeomorphic, 208
iso—, 207
multiplicative updating rule, 306
Nash equilibrium
components of, 335
definition, 324
existence of, 328
inadequate for evolutionary stability, 325
relation between strict and ESS, 326
rest point of continuous replicator dynamics, 350
solution concept, 324
strict, 326
neutrally stable, 344
normalized maximum likelihood, 565, 569
normalizing constant, 258
nuisance variation, 506
numerosity decision task, 528
Occam’s razor, 567
OpenBUGS, 516, 517
optimal design, 577
order
convex, 71
dilation, 71
dispersive, 72
hazard rate, 69
likelihood ratio, 70
Lorenz, 72
lower orthant, 76
positive dependence, 76
quantile spread, 73
stochastic, 68
univariate, 68
strong stochastic, 75
upper orthant, 76
variability, 71
order statistics, 34
ordinal (space), 282
output, 85, 110, 112
dependence on inputs, 110
selectivity in, see selective influence
overfitting, 564
Index
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pair-clustering model, 474
parameter estimation, 560
parametric order constraint, 481
parametrized (probabilistic knowledge structure), 300
parent (structure), 299
partial order, 282
partially ordinal (space), 282
payoff function, 324
penalized likelihoods, 569
percent variance accounted for, 563
Pexider equation, 152
Pexiderized version, 159
Plateau’s experiment, 164
plausibility, 563
Poisson process, 22

non-homogeneous, 23
polytope
face of a, 396
facet description of, 396
facet of a, 396
facet-defining inequalities of a, 396
dimension, 396
hypercube, 384
minimal description of, 396
vertex description, 396
posterior, 510
posterior beliefs, 511
posterior distribution, 513
power set, 278
preference order, 183
preferences
mixture of, 394
random, 395
revealed, 376
stated, 376
preferential attachment, 219
prefix (of a word), 289
preorder traversal, 493
prior, 510
prior beliefs, 511
prior distribution, 512
probabilistic (knowledge structure), 300
digraph model (PDM), 241, 252
probabilistic graph model (PGM), 241, 252
probabilistic projection (of a probabilistic knowledge structure), 300
probability
measure, 8
space, 8
probability density function, 559
probability redistribution vector, 332
probability simplex, 467
probit transformation, 529
product multinomial, 497
product space, 19

projected distribution, 300
projection (of a knowledge structure), 297
psychological measurement, 152
psychophysical invariances, 176
quantile function, 26
density, 26
hazard, 29
quantile spread, 73
quasi order, 282
quasi ordinal (space), 282
quasiarithmetic mean, 181
query, 308, 382
race model, 51
inequality, 51
radius, rad, 204
random
advantage model, 444
element, 46
function model, 422
preference, 395
relation model, 395
utility model, 420
distribution-free, 420
noncoincident, 420
unidimensional, 420
utility representation
EBA, 430
of best choice, 424
of best-worst choice, 424
of interval orders, 421
of strict linear orders, 421
of strict weak orders, 421
of weak orders, 421
variable, 10
vector, 13
vector
associated random vectors, 64
negatively associated random vectors (NA), 66
random variable, 92, 100
as measurable function, 105
continuous, 101
discrete, 100
distribution of, 92
equality, 109
functions of, 102
identity of, 94, 98, 109
jointly distributed, 95
marginal, 98, 100, 105
sameness, see identity of
stochastically independent, 97
stochastically unrelated, 107
rank, 387
rank-dependent utility representation, 184
receiver operating characteristic (ROC), 538, 543
recognition memory, 456, 476, 479, 495, 538, 540
record, 40
counting process, 41, 43
inter-times, 41
time, 41
value sequence, 41
relational structure, 198, 199
replicator dynamics
continuous, 337
discrete, 360
two populations, 361
replicator–mutator dynamics, 362
representation
configural weighted, 411
cumulative prospect theory, 410
full-dimensional, 391
order-preserving, 408
ranked additive, 407
ranked weighted, 407
separable, 416
stakes sensitive, 415
TAX, 411
root mean square error, 560
Savage–Dickey ratio, 526
selective influence, 116
canonical form, 114
diagram of, 112
invariance to transformations, 139
nestedness, 124
test, see tests of selective influence
demorder, 387
simple lexicographic, 389
sequence, 289
Shannon’s entropy, 153
sigma-algebra, 92
Borel, 93, 103
discrete, 93, 102
Lebesgue, 94, 98, 100, 101, 103
product, 95–97, 99, 100
signal detection models, 537
software
Mathematica®, 209
nauty, 267
Pajek, 209
RSIENNA, 267
Traces, 267
source monitoring, 476, 501
span, 283
split-half CV, 571
splitting representation, 49
Stan, 545
star, 204, 255
state, 276
straight (parametrized probabilistic knowledge structure), 300
strategic form game, 324
strategy
completely mixed, 330
locally superior, 331
mixed, 324
neutrally stable, 334
pure, 323
strictly dominated, 327
support of, 329
weakly dominated, 327
strategy profile, 324
strict weak order model
of ternary paired-comparison probabilities, 405
string language, 486
structurally unstable point, 345
subliminal priming, 507, 527, 528, 537
surmise function, 285
surmise system, 286
survival function, 27
sub-, 30
symmetric difference, 279
take-the-last heuristic, 340
ternary paired-comparison probabilities, 385
testability, 562
tests of selective influence, 86, 124, 128
cosphericity test, 139, 141, 143
distance test, 135
joint distribution criterion, 117, 118
linear feasibility test, 116, 129, 132
marginal selectivity test, 129
theorem
de Finetti, 25
Sklar, 57
Strassen, 47
Tsaiatis, 33
theory of signal detection, 538
total positivity, 65
multivariate (MTP2), 65
of order 2 (TP2), 65
total variation distance, 50
trace, 297
transitive closure, 309
treatment, 111
allowable, 111, 115
trial, 301
trial number, 305
triangle inequalities, 397
trivial (child), 299
uniform extension (of a probabilistic knowledge structure), 300
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<tr>
<th>Term</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>uniform invasion barrier</td>
<td>330</td>
</tr>
<tr>
<td>uniform random graph</td>
<td>260</td>
</tr>
<tr>
<td>union-closed (knowledge structure)</td>
<td>279</td>
</tr>
<tr>
<td>uniqueness theorem</td>
<td>153</td>
</tr>
<tr>
<td>unstable point</td>
<td>345</td>
</tr>
<tr>
<td>update neighborhood</td>
<td>367</td>
</tr>
<tr>
<td>utility</td>
<td></td>
</tr>
<tr>
<td>configural weighted</td>
<td>411</td>
</tr>
<tr>
<td>cumulative prospect theory</td>
<td>410</td>
</tr>
<tr>
<td>multiplicative separability of</td>
<td>418</td>
</tr>
<tr>
<td>of gambling</td>
<td>409</td>
</tr>
<tr>
<td>order-preserving</td>
<td>408</td>
</tr>
<tr>
<td>parametric forms</td>
<td>416</td>
</tr>
<tr>
<td>rank-dependent</td>
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<tr>
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</tr>
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<td>406</td>
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<tr>
<td>TAX</td>
<td>411</td>
</tr>
<tr>
<td>weak</td>
<td>394</td>
</tr>
<tr>
<td>variability across items</td>
<td>506</td>
</tr>
<tr>
<td>variability across participants</td>
<td>506</td>
</tr>
<tr>
<td>vector</td>
<td>224</td>
</tr>
<tr>
<td>eigen—</td>
<td>226</td>
</tr>
<tr>
<td>eigen— centrality</td>
<td>232</td>
</tr>
<tr>
<td>inner product of</td>
<td>224</td>
</tr>
<tr>
<td>normal</td>
<td>224</td>
</tr>
<tr>
<td>orthogonal</td>
<td>228</td>
</tr>
<tr>
<td>Perron</td>
<td>232</td>
</tr>
<tr>
<td>vertex</td>
<td>384</td>
</tr>
<tr>
<td>representation</td>
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