access policy, see sensing and access policy
ADC, 21
alphabets
input, output, 56
antennas, 20
frequency reconfigurable, 20
narrowband, 20
radiation pattern reconfigurable, 20
wideband, 20
autocorrelation function, 122, 125, 126, 131
cyclic, 162
autocorrelation-based detection, see detection,
distributed detection
automatic-repeat-request, 54
awareness
location, 242
situational, 184–186
bandit problems, 220–227, see also reinforcement
learning
arm-acquiring multiarmed bandit problems,
222–223
contextual bandit problems, 222–223
goal (objective function), 221
multiarmed bandit problems, 220–227, 246
Gittins index, 221, 223
multiarmed bandit problems with availability
costs, 222–223
multiarmed bandit problems with dependent
arms, 222–223
multiarmed bandit problems with multiple plays,
222–223
multiarmed bandit problems with side
observations, 222–223
multiarmed bandit problems with switching
penalties, 222–223
one-armed bandit, 220
regret, 221, 225–227, 235
restless multiarmed bandit problems, 222–227
indexable, 223, 224
Whittle index, 223–225
upper confidence bound (UCB), 226
Bayesian detection, see detector, distributed
detection
Bellman equation, 215
Bellman optimality equation, 215, 228
binning, 86, 88
bits
per channel use or dimension, 56
capacity, 55
AWGN channel, 56
ergodic, 49, 58
multiuser channels, 59
outage, 49
overlay channel, 89
parallel set of channels, 57
per unit energy, 54
pre-log, 53
random-switch channel, 81
region, 48, 60, 62
cut-set bound, 61, 62, 64
sum-rate, 61, 66
sum-rate point, 52
scaling laws, 51, 62
Shannon, 48
versus outage probability, 50
channel
broadcast, 48
cognitive radio, 52
downlink, 48
interference, 51
memoryless, 55
MIMO, 57
model
inaccurate, 174
spatial, 144
multiple access, 48
multiuser, 48
point-to-point, 47
random-switch, 80
relay, 51
state, 49
time-varying, 49
uplink, 48
Index

with random interference state, 87
with random state, 87
codebook, 43
Gaussian, 67
codes
structured, 68
codeword, 60
cognitive radio bands, 4
cellular, 5
fixed wireless access, 5
UHF, 4
coherence
bandwidth, 132
common information, 91
constraint
average received power, 71
interference, 71
received peak power, 71
spectral mask, 71
convergence, 7
cooperation, 88
cooperative detection, see distributed detection
CORNET, 32
correlation
distance, 111, 112, 122, 136
function, 112
time, 122
cost
per-symbol, 70
cost function, 70
cross-layer design, 30
cross-pol discrimination, 139
curse of dimensionality, 215
cyclostationarity, 162
wide-sense, 162
cyclostationarity-based detection, see detection, distributed detection
DARPA XG program, 31
data sequence, 59
DDIR, 138
decoding error, 60
decoding function, 60
degrees of freedom, 53
denial-of-service attacks, 18
detection, see also distributed detection, quickest detection, sensing, sequential detection
autocorrelation-based, 163, 169
coherent, 160, 178
with pilot tone, 161
cyclic prefix, 170
cyclostationarity-based, 161, 162
energy, 216, 218, 220
sliding window, 170
detector
cyclostationarity-based, 173
nonrobust, 171
optimization, 155
Bayesian criterion, 155
generalized likelihood-ratio test, 157
likelihood-ratio test, 156
minimax criterion, 155, 156
Neyman–Pearson criterion, 155, 156, 167
robust, 171
DHCP, 16
dirty paper coding, 44
dispersion
angle, 105, 134
angular, 136
delay, 105, 127, 128
models, 141
frequency, 127
models, 142
distributed detection, see also detection, fusion
detection, sensing, sequential detection
autocorrelation-based, 196
bit-error probability (BEP) wall, 201–202
centralized, 189
cyclostationarity-based, 196–199
decentralized, 189–192
energy, 188, 194–196, 205, 206, 217
fusion center, 189–190
optimization
Bayesian criterion, 192
Neyman–Pearson criterion, 191, 193, 201
quantization, 200–202
reporting-channel errors, 200–202
spatial diversity order, 188
topology
ad hoc configuration, 190
parallel, 190–192
serial, 190
tree, 190
distribution
chi-square, 158
noncentral chi-square, 158, 176
diversity, 53
gain, 53
diversity versus multiplexing tradeoff, 53
DOA, 135, 139
DOD, 135, 139
Domain name service, 14
Doppler
frequency, 123–125
spectrum, 104, 122, 123, 125–127, 130
spread, 104
DPC, 87, 88, 90, 92
DSA, 2, 9
dynamic programming, 210, 213–216, 219, 246, see also reinforcement learning
value function, 214
Index

optimal, 215
encoder
cognitive, 85, 86, 88
encoding
Markov block, 88
encoding function, 60
energy
energy–rate tradeoff, 54
minimum per-bit, 54
energy detection, see detection, distributed detection
energy scaling law, 54
erasures, 79
exploitation vs. exploration dilemma, 227
fading, 152
   multipath, 102, 119
   Nakagami, 121
   Rayleigh, 119–121
   shadow, 110, 111, 113, 114
   small-scale, 103, 105, 118, 119, 122, 123
temporal, 122, 123
false alarm, 79, 185, 191, see also probability
feature detector, 157
field strength, 118
frequency
correlation function, 131
cyclic, 162, 163
frequency reuse, 51
FTTH, 11
function
   autocorrelation, 162, 196
cyclic, 162
   Euler’s Gamma, 158
   Gaussian tail, 160, 161, 196
generalized Marcum Q, 159, 176
   incomplete Gamma, 158
   Kronecker delta, 221
   modified Bessel, 159
fusion rules, see also distributed detection
belief propagation (BP), 193
   Boolean rules, 192
   Dempster–Shafer theory, 193
generalized likelihood ratio test (GLRT), 193, 197
   K-out-of-N rule, 192, 193; 201, 202, 206
   AND rule, 192, 193
   MAJORITY rule, 192, 193
   OR rule, 192, 193, 201
likelihood ratio test (LRT), 191–192
selection combining, 194, 197
weighted linear combining, 193–196
   equal gain combining (EGC), 188, 194
   maximal ratio combining (MRC), 194
gain
   antenna, 114
   reduction factor, 114
   game theory, 237–242
   auction games, 241
   second-price sealed-bid auction, 241
   cooperative games, 237, 239–241
   coalitional games, 239–241
   core, 240
   grand coalition, 239
   noncooperative games, 237–239
   Nash equilibrium, 238, 239
   normal form game, 237
   stochastic games, 230, 241–242
   strategic game, 237
   strategy, 237
   Gelfand–Pinsker
   encoding, 86–88, 91
   problem, 87
   geolocation, 242
   global control plane, 14
   impulse response
double-directional, 135, 136
   interference
   PSD, 43
   strong, 65, 89
temperature, 43
   threshold, 43
   very strong, 66
weak, 66, 89, 90
   interference alignment, 68, 92
   interference cancellation, 88
   interference channel
   AWGN, 65
   K-user, 63
two-user, 52
   interference channels, 68
   interference constraint
   average power, 75
   interference temperature, 151, 152
   interweave, 45, 68
   paradigm, 45
   interweave channel
   capacity versus outage, 83
   interweave network
capacity region, 77
   scaling laws, 83
   interweaving, 105, 150, 184
KNOWS, 33
KUAR, 32
   last mile problem, 11
   location awareness, see awareness
   M2M communications, 10
   MAC protocol, 46, 68, 77, 78
Markov decision process (MDP), 214, 227
partially observable Markov decision process (POMDP), 225
medium access
time-sharing, 77
medium access control, 42
MEMS technology, 21
message, 43, 60
MIMO, 134, 138
missed detection, 79, 185, 191, see also probability
moment space, 174
moment-bound theory, 174
multicasting, 50
multihop routing, 51, 63
multipath
gain, 53
mutual information, 55
Nakagami
pdf, 121
Nakagami $m$-factor, 121
Neyman–Pearson detection, see detector, distributed
noise
nonwhite, 164
null space, 45
OFDM, 22, 104, 166
noncontiguous, 23
PAPR, 24
spectrum sensing with, 166
opportunistic communication, 45
overlay, 43
paradigm, 43
overlay channel
two-user, 86
overlaying, 104, 105, 150, 184
parallel channels, 59
interference, 68
path loss, 102, 105, 107, 112, 113, 118, 120, 121, 123
exponent, 109
free-space, 105, 107, 114
median, 109, 111, 112
models, 108, 113, 115, 141
performance
metrics, 48
region, 52
phase uncertainty, 92
polarization, 105, 138
gain, 106
median, 109
spectrum
angular, 136
precoding against interference, 86, 87, 92
primary exclusive region, 84
probability
of correct detection, 154
of false alarm, 154, 159, 160, 192, 195
of missed detection, 154, 159, 160, 192, 195
probability of error, 60
process
cyclostationary, 166
wide-sense cyclostationary, 162
quickest detection, 207–212
Bayesian, 207–209
cooperative, 210–212
cumulative sum (CUSUM) test, 207
Shiryaev–Roberts (SR) stopping rule, 209
Shiryaev–Roberts–Pollak (SRP) stopping rule, 210
SR-$r$ stopping rule, 209
rate
achievable, 60
rate-splitting, 67, 88, 91
Rayleigh
pdf, 119
receiver operating characteristic (ROC), 170, 188, 195
reinforcement learning, 227–237, see also bandit
problems, dynamic programming
$Q$-learning, 229–231, 234–236
action selection
$\epsilon$-greedy algorithm, 229–231
softmax, 229, 234
action-value function, 228, 229, 237
optimal, 228
goal (objective function), 221, 228, 230–231
off-policy algorithm, 229
on-policy algorithm, 229
Sarsa, 229, 230, 235
value function, 214
optimal, 215
Rice
$K$-factor, 104, 121, 122, 141
temporal, 122
factor, 120
pdf, 120, 121
sensing, see also detection, sensing and access
policy
autocorrelation-based, 153
coherent, 153, 172
cooperative, 80, 151, 153
malicious users, 207
cylostationarity-based, 153
energy, 153, 157, 171, 176
energy-efficient, 188, 198–200
censoring, 198–200
maximizing throughput, 211, 214–220
passive primary receivers, 243
periodicity, 151
time, 154, 160, 170
sensing and access policy, 185–186, 193, 212–213
multiuser
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  multiagent reinforcement learning-based, 234–237
  myopic (greedy), 225
  noncooperative game theory, 238–239
  restless multiarmed bandit-based, 225–227
  single-agent reinforcement learning-based, 231–232
single-user
  dynamic programming-based, 210
  myopic (greedy), 224–225
  partially observable Markov decision process (POMDP), 225
  restless multiarmed bandit-based, 223–226
  single-agent reinforcement learning-based, 232–234
sequential detection, 203–207
Bayesian, 205
composite hypotheses, 204–205
cooperative, 205–207
decentralized sequential probability ratio test (D-SPRT), 205
M-ary sequential probability ratio test (MSPRT), 206
sequential probability ratio test (SPRT), 203–205
truncated test, 205, 206
weighted sequential probability ratio test (WSPRT), 207
shadowing, 152
side information, 41, 46
network, 41, 46
situational awareness, see awareness
SNR
  low-SNR regime, 68
spatial diversity
  in spectrum sensing, 187–188
spectral density
cyclic, 162
spectral mask, 43, 69
spectral opportunity, 184–187, 202, 213, 234, 235, 241
spectral pooling, 78
spectrum
  agility, 2, 4
allocation, 1, 5, 29, 31
broker, 16
coeexistence, 3, 25, 28
governance, 1, 5, 6
hole, 4, 9, 19, 20
policy, 2, 5
pooling, 26
property rights, 6
sensing, 3, 18–20, 28, 33, 35, 150
servers, 15, 29
space, 150
utilization, 1, 5, 18, 31
spectrum hole, 45, 184
spread
  angular, 134, 136, 137
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  spectrum, 43
structured codes, 92
superposition coding, 67, 88, 89, 91
supervised learning, 227
two-switch model, 80
ultra-wideband, 43
  systems, 129
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  underlay, 42
paradigm, 42, 69
underlay channel capacity
  AWGN, 72
  ergodic, 74
  MIMO, 73
underlaying, 105, 133, 150, 151, 184
unsupervised learning, 227
usage scenario, 3
interweave, 3, 4
underlay, 4
user hierarchy, 3
capable users, 3
primary users, 3
secondary users, 3
USRP, 31
vehicle-to-vehicle
  propagation, 139
WARP, 32
waterfilling, 57
white space, 3, 4, 45
wireless
  fixed, 113, 122, 123, 126, 127
  sensor networks, 140
wireless network, 47
ad hoc, 48
two-tier, 48