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Preface to the Second Edition

THE MOTIVATION FOR this edition is the same as for the first: to provide a concise introduction to the main ideas of Bayesian statistics and econometrics. The changes, however, have made the book somewhat less concise. In particular, I have added a chapter on Bayesian nonparametrics and new sections on the ordinal probit model, item response models, factor analysis models, and time-varying variances. I believe that these additional materials make the book more useful to readers. Another difference is that this edition adopts the R statistics environment as the primary tool for computing.

In addition to those thanked in the preface to the first edition, without implicating them in any errors or omissions, I offer my sincere gratitude to John Burkett, Stephen Haptonstahl, Alejandro Jara, Kyu Ho Kang, Xun Pang, Jong Hee Park, Srikanth Ramamurthy, Richard Startz, and Ghislain Vieilledent.

I am grateful for the continued support of Lisa, Aida, my grandchildren, and Sylvia Silver and her family.

With sadness, I note the recent passing of my friends and colleagues Peter Steiner, Arthur Goldberger, and Arnold Zellner, and of my dear son Arthur, to whom I dedicate this edition.
Preface to the First Edition

To Instructors and Students

THIS BOOK IS a concise introduction to Bayesian statistics and econometrics. It can be used as a supplement to a frequentist course by instructors who wish to introduce the Bayesian viewpoint or as a text in a course on Bayesian econometrics supplemented by readings in the current literature.

While the student should have had some exposure to standard probability theory and statistics, the book does not make extensive use of statistical theory. Indeed, because of its reliance on simulation techniques, it requires less background in statistics and probability than most books that take a frequentist approach. It is, however, strongly recommended that the student become familiar with the forms and properties of the standard probability distributions collected in Appendix A.

Since the advent of Markov chain Monte Carlo (MCMC) methods in the early 1990s, Bayesian methods have been extended to a large and growing number of applications. This book limits itself to explaining in detail a few important applications. Its main goal is to provide examples of MCMC algorithms to enable students and researchers to design algorithms for the models that arise in their own research. More attention is paid to the design of algorithms for the models than to the specification and interpretation of the models themselves because I assume that the student has been exposed to these models in other statistics and econometrics classes.

The decision to keep the book short has also meant that I have taken a stand on some controversial issues rather than discussing a large number of alternative methods. In some cases, alternative approaches are discussed in end-of-chapter notes.

Exercises have been included at the end of chapters, but the best way to learn the material is for students to apply the ideas to empirical applications of their choice. Accordingly, even though it is not explicitly stated, the first exercise at the end of every chapter in Part III should direct students to formulate a model, collect
Preface to the First Edition

data, specify a prior distribution on the basis of previous research, design and, if necessary, program an algorithm, then present the results.

A link to the Web site for the course may be found at http://edg.wustl.edu/. The site contains errata, links to data sources, some computer code, and other information.
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