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beta β. See Type 2 error
binomial distribution, 103
biological risk, 136
bivariate normal distribution, 241
box-and-whiskers plot, 197–200
worked example, 199
carryover effects, 216
central limit theorem, 102
chi-square
statistic \( \chi^2 \), 64
table of critical values, 388
test, 64–66, 302–308
bias with one degree of freedom, 308
for heterogeneity, 306
for one sample, 302
inappropriate use of, 312
reporting the results of, 316
worked example, 64
Yates’ correction, 308, 309
choosing a test, 375
cluster analysis, 368–372
Cochran Q test, 316
coefficient of determination \( r^2 \), 257
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non-parametric, 342
covariate, 284
data
bivariate, 15, 25
continuous, 17
discrete, 17
displaying, 17–28
bivariate, 25
cumulative graph, 20
frequency polygon, 18
histogram, 17
nominal scale, 23
ordinal scale, 23
pie diagram, 22
interval scale, 16
multivariate, 15, 26
nominal scale, 16
ordinal scale, 16
ratio scale, 15
univariate, 15
degrees of freedom, 112
additivity in single-factor ANOVA, 151
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reporting the results of, 335
Kuhn, T., 13
Lakatos, I., 13
leptokurtic, 103
Levene test, 204
reporting the results of, 205
log-likelihood ratio. See G test
Mann–Whitney U test, 325
McNemar test, 315
mean, 26, 87, 93
calculation of, 90
of a normal distribution, 89
standard error of (SEM), 95
mean square, 150
median, 105
meta-analysis, 42
mode, 105
Monte Carlo method, 304
multicollinearity, 279
multidimensional scaling (MDS), 361–368
multiple linear regression, 273–281
multicollinearity, 279
multivariate analyses, 346–373
cluster analysis, 368–372
calculation in use of, 372
group average linkage method, 369
hierarchical clustering, 368
reporting the results of, 372
multidimensional scaling (MDS), 361–368
cautions in the use of, 367
typical example, 363
reporting the results of, 368
stress, 366
principal components analysis (PCA), 348–361
cautions and restrictions, 359
eigenvalue, 351
eigenvector, 351
number of components to plot, 359
practical use of, 358
principal components, 351
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reporting the results of, 360
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R-mode, 347
nested design, 222
non-parametric tests
correlation, 342–344
introduction to, 298
nominal scale and independent data,
301–313
chi-square test, 302–308
Fisher Exact Test, 309
G test, 308
inappropriate use of, 312
randomisation test, 308
nominal scale and related data, 314–316
Cochran Q test, 316
McNemar test, 315
ratio, interval or ordinal scale and
independent data, 319–335
cautions when using, 319
exact test for two samples, 327
Kolmogorov–Smirnov one-sample test,
320–325
Kruskal–Wallis test, 331
Mann–Whitney test, 325
randomisation and exact tests, 334
randomisation test for two samples, 327
ratio, interval or ordinal scale and related
data, 335–340
Friedman test, 338
Wilcoxon paired-sample test, 336
normal distribution, 87–102
descriptive statistics, 89
leptokurtic, 103
platykurtic, 103
skewed, 103
null hypothesis, 12
one-tailed
hypotheses and tests, 121–124
cautions when using, 123
orthogonal, 169
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outliers, 197, 200
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in ANCOVA, 289
showing lack of interaction in ANOVA, 170

parametric, 88
Pearson correlation coefficient $r$, 234
calculation of, 235–241
degrees of freedom for, 241
peer review, 53
placebo, 38
plagiarism, 48
planned comparisons. See a priori comparisons
platykurtic, 103
Poisson distribution, 104
polynomials. See regression: curvilinear
Popper, K., 7
population, 1
statistics (parameters), 89–93
post-hoc test. See a posteriori comparisons
power of a test, 135
and sample size, 135
precision, 29
predictor variable, 244
principal components analysis (PCA), 348–361

probability
$\geq 0.05$, 63
$< 0.001$, 62
$< 0.01$, 61, 62
$< 0.05$, 60, 62
$< 0.1$, 62
addition rule, 71
and statistical testing, 56–68
basic concepts, 71–86
Bayes’ theorem, 77
conditional, 75
multiplication rule, 72
not significant, 63
of 1, 71
of an event, 71
of exactly 0.05, 66

of 0, 71
posterior, 82
prior, 81
relative and absolute risk, 73
significant, 60
stating exact values, 63
unlikely events, 68
cancer clusters, 68

pseudoreplication, 33
alternating treatments, 39
apparent replication, 39–41
clumped replicates, 39
in manipulative experiments, 38–41
in mensurative experiments, 34
inappropriate generalisation, 34
isolative segregation, 40
sharing a condition, 40

Q-mode, 347

$r$ statistic, 234
$r^2$ statistic, 257
randomisation test, 327
for nominal scale data, 304, 308
reporting the results of, 317
randomised blocks, 214
range, 90, 105
ranks, 319
redundancy, 348
regression, 244–281
contrasted with correlation, 233–234
curvilinear, 266–271
comparing polynomial expansions, 270
danger of extrapolation, 270
reporting the results of, 271
linear, 244–266
assumptions of, 264
coefficient of determination $r^2$, 257
danger of prediction and extrapolation, 262
intercept, 246, 249
reporting the results of, 264
residuals, 263
significance testing, 250–257
slope, 246–249
regression, (cont.)
multiple linear, 273–281
refining the model, 278
reporting the results of, 281
replicates, 9
replication
apparent, 39
alternating treatments, 39
clumped replicates, 39
isolative segregation, 40
sharing a condition, 40
need for, 9, 32, 34
residuals, 263
use in ANCOVA, 288
response variable, 142, 244
risk, 73
R-mode, 347
sample, 1
mean, 26, 93
random, 1
representative, 1
statistics, 93–95
as estimates of population statistics, 93
variance, 94
sampling unit, 1, 15
scientific method, 14, 48
hypothetico-deductive, 7
Kuhn, T., 13
Lakatos, I., 13
paradigm, 13
sigma Σ, 89
significance level, 57
skew, 17
examining data for, 197
Spearman’s rank correlation, 342
reporting the results of, 344
standard deviation
for a population σ, 91
proportion of normal distribution, 91
standard error of the mean (SEM), 95
estimated from one sample, 99
statistic, 63
statistical significance, 57
and biological risk, 136
and biological significance, 67
stress, 366
Student, 100
Student’s t. See t statistic
sum of squares, 150
additivity in single-factor ANOVA, 151
synergistic effect. See interaction
t statistic, 100
critical values, 112, 390
degrees of freedom, 112
t test, 112–127
assumptions
equal variances, 125
normality, 124
random samples, 125
choosing the appropriate, 125
for two independent samples, 118–120
paired sample, 116–118
reporting the results of, 126
single sample, 112–115
theory, 11
transformations, 201–204
arc-sine, 203
legitimacy of, 203
logarithmic, 202
square root, 201
Tukey test, 158
for two-factor ANOVA, 182
Type 1 error, 61, 130
and sample size, 131–134
trade-off with Type 2 error, 131–134
Type 2 error, 61, 131
and sample size, 131–136
unplanned comparisons, 157
variable, 15
dependent, 234
independent, 234
response, 142, 234
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among group, 146
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