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With clear and easy-to-understand explanations, this book covers the fundamental con-

cepts and coding methods of signal compression, while still retaining technical depth

and rigor. It contains a wealth of illustrations, step-by-step descriptions of algorithms,

examples, and practice problems, which make it an ideal textbook for senior under-

graduate and graduate students, as well as a useful self-study tool for researchers and

professionals.

Principles of lossless compression are covered, as are various entropy coding tech-

niques, including Huffman coding, arithmetic coding, run-length coding, and Lempel–

Ziv coding. Scalar and vector quantization, and their use in various lossy compression

systems, are thoroughly explained, and a full chapter is devoted to mathematical trans-

formations, including the Karhunen–Loeve transform, discrete cosine transform (DCT),

and wavelet transforms. Rate control is covered in detail, with several supporting

algorithms to show how to achieve it. State-of-the-art transform and subband/wavelet

image and video coding systems are explained, including JPEG2000, SPIHT, SBHP,

EZBC, and H.264/AVC. Also, unique to this book is a chapter on set partition coding

that sheds new light on SPIHT, SPECK, EZW, and related methods.
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Preface

This book is an outgrowth of a graduate level course taught for several years at Rensse-

laer Polytechnic Institute (RPI). When the course started in the early 1990s, there were

only two textbooks available that taught signal compression, Jayant and Noll1 and Ger-

sho and Gray.2 Certainly these are excellent textbooks and valuable references, but they

did not teach some material considered to be necessary at that time, so the textbooks

were supplemented with handwritten notes where needed. Eventually, these notes grew

to many pages, as the reliance on published textbooks diminished. The lecture notes

remained the primary source even after the publication of the excellent book by Say-

ood,3 which served as a supplement and a source of some problems. While the Sayood

book was up to date, well written, and authoritative, it was written to be accessible to

undergraduate students, so lacked the depth suitable for graduate students wanting to

do research or practice in the field. The book at hand teaches the fundamental ideas of

signal compression at a level that both graduate students and advanced undergraduate

students can approach with confidence and understanding. The book is also intended to

be a useful resource to the practicing engineer or computer scientist in the field. For that

purpose and also to aid understanding, the 40 algorithms listed under Algorithms in the

Index are not only fully explained in the text, but also are set out step-by-step in special

algorithm format environments.

This book contains far more material than can be taught in a course of one semester.

As it was being written, certain subjects came to light that begged for embellishment and

others arose that were needed to keep pace with developments in the field. One example

of this additional material, which does not appear in any other textbook, is Chapter 14 on

“Distributed source coding,” a subject which has received considerable attention lately.

The intent was to present the fundamental ideas there, so that the student can understand

and put into practice the various methods being proposed that use this technique.

The two longest chapters in the book are Chapters 10 and 11, entitled “Set parti-

tion coding” and “Subband/wavelet coding systems,” respectively. They were actually

the first chapters written and were published previously as a monograph in two parts.4

The versions appearing here are updated with some minor errors corrected. Being the

inventors of SPIHT and proponents and pioneers of set partition coding, we felt that

its fundamental principles were not expounded in the technical literature. Considering

the great interest in SPIHT, as evidenced by the thousands of inquiries received by

us over the years since its origin in 1995 (at this writing 94,200 hits on Google), we

www.cambridge.org/9780521899826
www.cambridge.org


Cambridge University Press & Assessment
978-0-521-89982-6 — Digital Signal Compression
William A. Pearlman, Amir Said
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press & Assessment

xvi Preface

were eager to publish a true tutorial on the fundamental concepts of this algorithm. We

believe that Chapter 10 fulfills this intent. Other books usually present only the SPIHT

algorithm, almost always by working an example without revealing the underlying prin-

ciples. Chapter 11 describes more image wavelet coding systems than any other book,

including the JPEG2000 standard, fully scalable SPIHT, SBHP, and EZBC. The last

three are set partition coders, while JPEG2000 contains auxiliary algorithms that use

set partitioning. Furthermore, this chapter explains how to embed features of scalability

and random access in coded bitstreams.

Besides distributed source coding, some preliminary material are also firsts in this

book. They are: analysis of null-zone quantization, rate allocation algorithms, and the

link between filters and wavelets. The aforementioned link is explained in Chapter 7

on “Mathematical transformations,” in a way that requires only some knowledge of

discrete-time Fourier transforms and linear system analysis. The treatment avoids the

concepts of functional analysis and the use of polyphase transforms with little compro-

mise of rigor. The intent was to make the book accessible to advanced undergraduates,

who would likely not have exposure to these subjects. Also to serve this purpose, prior

exposure to information theory is not a prerequisite, as the book teaches the relevant

aspects needed to grasp the essential ideas.

One criticism that might be levied at this book is its emphasis on compression of

images. Certainly, that reflects the main field of research and practice of the authors.

However, image compression is possible only by understanding and applying the prin-

ciples of compression that pertain to all source data. In fact, the material of the first

eight chapters is generic and dimension independent. The notation is one-dimensional

for the most part, and the generalization to higher dimensions is mostly obvious and

hence unnecessary. Although the applications are mostly to images in the remainder of

the book, except for the generic Chapter 14, the corresponding one-dimensional sig-

nal methods are mentioned when applicable and even included in some problems. The

standards and state-of-the-art systems of image compression are treated in some detail,

as they represent the most straightforward application of basic principles. The stan-

dard speech and audio coding systems require additional complications of perceptual

and excitation models, and echo cancellation. Their inclusion would make the book

too long and cumbersome and not add much to its primary objective. Nevertheless, the

material on image compression systems in Chapters 9, 11, and 12 is comprehensive

enough to meet the secondary objective of serving as a good tutorial and reference for

image compression researchers and practitioners.

Chapter 12 treats the subject of lossless image compression. Lossless image com-

pression is used only for archiving of image data. There seems to be no call for lossless

compression of any sources for the purpose of multimedia communication, as the data

transfer would be too slow or require too much bandwidth or both. For example, there is

no compression of audio or speech in the WAV storage format for compact discs. MP3 is

a compressed format for audio and speech transmission and recording; the compressed

format of JPEG is standard in every digital camera for consumer use; all digital video

is compressed by MPEG or ITU standard formats. Images seem to be the only sources
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that are subject to lossless compression. The standard methods described in Chapter 12

serve as good examples of how basic principles are put into practice.

The book did not seem complete without a chapter on how compression is applied to

three-dimensional sources, such as color images, volume medical images, and video. At

the time of writing, there are no other textbooks that teach three-dimensional wavelet

coding methods. Therefore, we wrote Chapter 13 with the intent to show the reader how

the methods of the earlier chapters are extended to these higher dimensional sources.

We purposely omitted detailed descriptions of video standards. We just explained the

general framework in these systems upon which compression is applied and a little

about the compression methods, which are mostly covered in detail in earlier chapters.

We urge potential buyers or browsers to read Chapters 1 and 2, which discuss the

motivation to learn signal compression and take a brief tour through the book. This book

turned out to be different in many respects from what was taught in the RPI course.

Roughly, the coverage of that course was all of Chapters 3, 4, 5, and 6, which was

deemed essential material. One can be selective in Chapter 7, for example, skipping

the lapped orthogonal transform and some parts of Section 7.7, “Subband transforms,”

especially the detailed development of the connection between wavelet theory and FIR

filters. Likewise, in Chaper 8, some of the rate allocation algorithms may be skipped,

as well as the detailed derivations of optimal rate allocation and coding gain. One can

skim through Section 9.3 in the next chapter, and skip Section 9.4 on H.264/AVC intra

coding, which did not exist when the course was last taught. Time may not allow

anything in Chapter 10, other than set partitioning for SPIHT and the accompanying

coding example, and in Chapter 11 only a sketch of the JPEG2000 coding system. Loss-

less image compression in Chapter 12 could be covered earlier in the course, perhaps

after Chapter 4, “Entropy coding techniques.” Certainly, there is enough material to

accommodate different choices of emphasis and objective.

For students with a background in information theory and signal processing or those

more interested in computer science or actual implementation, an instructor may skip

some of the preliminary material in the early chapters and teach all of the rate allocation

algorithms in Chapter 8 and cover Chapters 10 and 11 in their entirety. Chapter 11

contains much practical material on implementation of coding systems. In fact, we think

that approach would be appropriate for a short course.

The book contains many figures and problems. The problems in many cases have to

be worked using a calculation and plotting program, such as MATLAB, and some-

times by making a computer program. Some datasets and basic software in C or

C++ and MATLAB m-files, will be made freely available on the course website:

http://www.cambridge.org/pearlman. Also freely available on the website are Power-

point animations of the SPIHT and SPECK algorithms. Figures and problem solutions

will be made available to instructors.
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Notes

1. N. S. Jayant and P. Noll, Digital Coding of Waveforms, Prentice-Hall 1984.

2. A. Gersho and R. M. Gray, Vector Quantization and Signal Compression, Kluwer

Academic Publishers 1992.

3. K. Sayood, Introduction to Data Compression, Morgan Kaufmann Publishers 1996,

2000, 2006.

4. Look under Books in http://www.cipr.rpi.edu/∼pearlman/.
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