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memory models, 342
generic depiction of, 399
and instruction set architectures, 342–3
need for, 350
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jump-and-link instructions, 79
ops, 141
misaligned memory access, 85
miss latencies, 205
5-stage pipelines, 431–2
miss penalties, 205
miss rates, 204
miss status handling registers (MSHRs), 207, 209
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on-chip, 310, 312
see also butterfly networks; interconnection networks (INs); local area networks (LANs); system area networks (SANs); tree networks; wide area networks (WANs)
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object-oriented programming, 89
OCNs (on-chip networks), 310, 312
off-chip bandwidth, 453–4
Ohm’s law, 38
omega networks, 324, 330
on-chip caches
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page-table fragmentation problem, 216
page tables, 215, 274
inverted, 218
see also hierarchical page tables
paired eviction, 223
Palo Alto Research Center (PARC), 262
parallel algorithms, 237–9
parallel computer architecture
components, 5–13
generic, 5, 6
motivations for, 232
parallel computers
historical background, 1–2
overview, 1–35
technological issues, 26–30
parallel discrete-event simulations
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dealing with, 99
predicated instructions, 153–4
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solving, 141
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read misses, 262
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read–modify–write (RMW) instructions, 395, 408
accesses, 412, 414–15
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global access, 408
primitives, 396
read–write–execute (RWX) bits, 215–16, 224
real store buffers, 399
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re-coded instructions, 93
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RECV, 239, 240, 243–4
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register renaming in Tomasulo algorithm, 114–15
see also explicit register renaming
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processor, 36
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replacement policies, 201–3, 206
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 optimum, 201, 206
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requester node (R), 357
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request to send, 244
resistance, 38
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response times see execution times
REs (recoverable errors), definition, 55
retirement register alias tables, 128–30
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RISC see reduced instruction set computer (RISC)
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RMW instructions see read–modify–write (RMW) instructions
ROBs see re-order buffers (ROBs)
rotating register base (RRB) register, 146
rotating registers, 149
solving write after read hazards with, 146–7
round-robin page placement, 291
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routing algorithms, 314, 330–2
deterministic, 336
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simple, 330
west-first, 335
routing distance, 317
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routing restrictions, relaxing, 334–5, 336–7
routing techniques, interconnection networks, 330–7
routing time, 315
determination, 320
RPPT (Rice Parallel Processing Testbed), 502
RRB (rotating register base) register, 146
RSIM, 491, 502
RTL (register transfer language), 29
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running processes, 430
running threads, 431
RWX (read–write–execute) bits, 215–16, 224
S/360 see System/360 (S/360)
S/370 see System/370 (S/370)
S/390 see System/390 (S/390)
S (shared nodes), 357
SA (speculation active) bit, 476–7
sampling techniques, 489
workload, 510–14
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sampling microarchitecture simulations (SMARTS), 511–13
SANs see system area networks (SANs)
saturating counters, 120
SC (store conditional), 395–6
scalable coherent interface (SCI), 286, 287
scalable processor architecture see SPARC
scalable shared-memory multiprocessor systems, 276–93
scalar performance, power and, 427–8
scalar processors, 13–14
scaled setups, 515–16
scaling advantages, 36–7
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scheduling, 140
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SCI (scalable coherent interface), 286, 287
SDC errors see silent data corruption (SDC) errors
SECDED code see single error correcting and double error detecting (SECDED) code
secondary misses, 207–8
seek times, disks, 11
semaphores, 396–7
semiconductor devices, performance improvements, 1
semiconductor integration, growth, 1
semiconductors, 38
SEND, 239, 240, 243–4
sender overhead, 315
sentinels, use of term, 157
sequential algorithms, 235
sequential consistency, 375–88, 398, 400–1
access ordering rules for, 378–9
definition, 375–7
difference with, 401–2
formal model, 376–8
speculative violations of, 413
sufficient conditions for, 378
violations, 377–8
sequential multiprocessor simulators, 501–2
sequential orders, 400–1
sequential prefetching, 209
sequential semantics, 234
sequential simulations, 501
serialization points, stores, 370
SERs see single event upset rates (SERs)
servers, high-end, 388
SESC, 502
set-associative caches, 200
N-way, 200
three-way, 200
SEUs see single event upsets (SEUs)
SF (speculation fail) bit, 476–7
SGI Challenge, 268, 269
SGI Origin 2000, 287–8
Shade, 491
Shared, 259, 264, 281, 381, 472
shared cache organizations, 246–8
cooperative sharing, 454
destructive interference, 454
shared-memory address spaces, 276
shared-memory communication, 344
models, 344–6
shared-memory multiprocessor systems, 232, 235–8, 342
bus-based, 246–76
cache-only, 293–7
and chip multiprocessors compared, 425, 428–9
scalable, 276–93
shared-memory multi-threaded programs, correctness issues, 342
shared-memory programs, 236
Jacobi iterations, 345–6
shared nodes (S), 357
shared resources, contention, 193
short misses, 222
silent data corruption (SDC) errors, 56
definition, 55
detection, 62
goals, 58
sim-cache, 494
SIMD processors see single instruction multiple data (SIMD) processors
sim-fast, 494
Simics, 494, 499, 500
SimOS, 494
sim-outorder, 493–4
SimpleMP, 494
SimplePower, 491
SimpleScalar, 491, 492–4, 499
simple snoopy cache protocols, 249–53
behavior, 250–2
hardware structures for, 250
SimPoint, 513–14
Simpoints, 19
simulations accelerating, 488
cache, 206
simulations (cont.)
  in computer architecture, 488
direct-execution, 496–8
discrete-event, 504
event-driven, 496
functional-first, 489–9
microarchitectures, sampling, 511–13
motivations, 489
parallel, 501
power, 508–10
quantum, 505–7
sequential, 501
slack, 507–8
thermal, 508–10
timing-first, 499
see also cycle-by-cycle (CC)
simulations; trace-driven simulations
simulation slowdown, 488, 489
simulation threads
global time, 507
local time, 507
simulators
functional vs. cycle-accurate, 491–4
hybrid, 500–8
multi-threaded, 489
single-threaded, 489
taxonomy, 489, 490–8
user-level vs. full-system, 490–1
see also full-system simulators; integrating simulators
simultaneous multi-threading (SMT), 502
definition, 442–3
in out-of-order processors, 442–6
with spatial redundancy, 481
speculative scheduling with, 444
SimWatch, 499
defined, 442–3
execution under, 123–6
in out-of-order processors, 442–6
with spatial redundancy, 481
speculative scheduling with, 444
single dies, thread-level parallelism, 425
single event upset rates (SERs)
definition, 61
determination, 61
single event upsets (SEUs)
definition, 60
impacts, 62–3
mechanisms, 60–1
source code, 3
South Bridge chip, 5
SPARC, 82, 494
core, 459
instruction set architectures, 90, 403, 500
interleaved multi-threading, 439, 440
Niagara, 289, 446
speculation, 446
sensitive matrices, 164
spatial locality, 196
spatial redundancy, simultaneous multi-threading with, 481
SPEC (Standard Performance Evaluation Corporation), benchmarks, 18, 516
speculation, adding to Tomasulo algorithm, 123–6
speculation active (SA) bit, 476–7
speculation fail (SF) bit, 476–7
speculative broadcast schedulers, 135
speculative execution and hardware prefetching, 210–11
of read-modify-write instructions, 414
speculative instruction execution, 117–18
as tree of basic blocks, 117–18
use of term, 117
speculative instruction scheduling, 133–6
execution under, 133–5
in out-of-order processors, 137
speculative memory data management mechanisms, 466
speculative memory disambiguation, 154
with guardian, 154
speculative schedulers, 136
speculative scheduling
with block multi-threading, 436–7
with simultaneous multi-threading, 444
speculative Tomasulo algorithm, 131–2
execution under, 127–8
speculative violations of memory orders, 411–15
of release consistency, 415
of sequential consistency, 413
of total store order, 413–14
of weak ordering, 414–15
speedups
Amdahl’s law, 22–6
arithmetic means, 20
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definition, 19–20
issues, 25
determination, 22
geometric means, 20
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ideal, 24
limitations, 22
and optimization, 23
parallel, 24–5
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superlinear, 25

SPEs (synergistic processing elements),
457–8
split-transaction buses, 323
cache protocols on, design issues,
267–9
SPMD (single-program-multiple-data)
parallelism, definition, 234
Squash, 477
SRAMs see static random-access
memories (SRAMs)
SRQ (store request queue), 445–6
SSDs (solid-state disks), memory
storage, 9
stage flushing, 439
thread-aware, 443
stale data, 271
stalling, 74
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Corporation (SPEC),
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Stanford DASH system, 282
Star machines, 158
state bits, 215–16, 250
state E, 259–60
state-transition diagrams
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MOESI protocol, 259
update-based cache protocols, 263
static branch prediction, 104
static instruction mixes, definition, 79
static instruction scheduling, 105–10
static machines, compilers, 140
static page placement, 289–90, 291–2
static pipelines
advantages, 110–11
characteristics, 74
compilers, 110
disadvantages, 110–11
efficiency, 74–5
use of term, 105
static power, 27–8, 45, 50–3
definition, 37
modeling, 510
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(SRAMs), 455, 508–9
emigration, 65–6
error correction, 28
single event upsets, 62–3
transient faults, 61
static techniques, duality of, 140–1
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static pipelines
STM (software transactional memory),
467
storage structures, 29
store-and-forward switching, 315–16
packet switching under, 320–1
store atomicity, 357–65
advantages, 375
in bus-based systems, 359–61
in cache-coherent non-uniform
memory architectures, 363–5
coherence and, 350–74
definition, 359
and memory interleaving, 373–4
necessary conditions for, 386
and store synchronization compared,
387–8
sufficient conditions for, 362, 386
use of term, 365
store atomic systems, 362
store buffers, real, 399
store conditional (SC), 395–6
store forwarding, and load–store
relaxation, 403–4
store–load, 400
store–load order, 413
store pipelines, 369–70, 399
store request queue (SRQ), 445–6
stores, serialization points, 370
store–store, 400
store–store order, 413
store synchronization, 385–8
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387–8
store-to-load relaxation
with forwarding, 402–4
without forwarding, 401–2
strict coherence, 365
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enforcement, 358–9
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strong ordering, 407
structural hazards, 99, 101–2
S/U (supervisor/user) bits, 216
SUB, 77
subordinate threads see helper threads
subroutines, 79
subthreshold leakage, 50
SUBU, 77
sun (variable), 237
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relaxed memory order, 404–5
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see also SPARC
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loop unrolling, 108
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4-by-4, 337
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circuit, 313–14, 319–20
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thread, 437
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switching strategies, 313
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TDDBB see time-dependent dielectric 
breakdown (TDDB) 
technological impacts, computer 
arithmetic, 36–73 
technological issues, parallel 
computers, 26–30 
technology nodes, and clock rates, 6 
technology scaling, 43–5 
TEMPEST, 491 
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thread context ID (TID), 439 
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sources of, 473 
thread-level speculation (TLS), 426, 
473–8 
hardware for, 476–7 
optimizations, 477–8 
threads, 369 
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routing, 431 
synchronization, 388 
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simulation threads 
thread selection algorithms, 439 
thread sequence numbers, 476 
thread switching, 437 
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TID (thread context ID), 439 
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time of flight, 315 
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TLP see thread-level parallelism (TLP) 
TLS (thread-level speculation), 426, 
473–8 
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Tomasulo algorithm, 112–16, 126, 140 
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execution under, 115–16 
hardware for, 112 
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see also speculative Tomasulo 
algorithm 
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total memory overhead, 296 
total store order (TSO), 403 
speculative violations of, 413–14 
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applications, 140 
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use of term, 151 
transactional block, 468–9 
transactional cache states, 467 
transactional conflict detection 
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463–73 
abort, 469–73 
commit, 469–73 
hardware systems for, 467–9 
mechanisms, 466–7
Transactional Processing Council (TPC), benchmarks, 19
transactional caches, 469–73
transactions
atomic protocol, 360–1, 364–5, 367
coherence, 265–6, 357
dynamic data structure sharing with, 466
isolation, 465
programming with, 465–6
transfer times, disks, 11
transient cache states, 266–7
transient faults, 27, 28, 60–4
in caches, 62
causes, 60
electrical noise and, 61
probabilities, 62
single event upsets, 60–1
transistor susceptibility to, 36
transistor densities, increased, 2, 8–9
transistors
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principles, 36
transient faults, 36
see also field effect transistors (FETs); nMOS transistors;
pMOS transistors
translation buffers (TBs) see translation lookaside buffers (TLBs)
translation lookaside buffers (TLBs), 218–21, 223, 445
5-stage pipelines, 220
consistency, 274–6
consistency problem, 275
definition, 218, 274–5
faults, 275
misses, 514
organization, 218–19
parallel access to, 220
shutdown, 276
transmission pipelines, 317
average length of, 317
transmission time, 315
TRAP, 85
traps, 84–6
tree networks, 325–6
schematics, 325
tree sharing misses, 271
definition, 273
TSO (total store order), 403
turn model, 334–5
two-level predictors
classification, 121–2
concept of, 121
UMA (uniform memory access), 450
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undefined instructions, 86
unicast requests, 312
uniform memory access (UMA), 450
unloaded end-to-end packet latency, 315
unloaded latency, 205
update-based cache protocols
bandwidth, 264
optimizations, 262–4
state-transition diagrams, 263
UpgrAck, 280, 281, 282, 283
upgrade complete (UpgrCompl), 283
UpgrCompl (upgrade complete), 283
user-level simulators, vs. full-system simulators, 490–1
valid bit (V-bit), 216, 251, 252, 254, 453
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value predictions, 136–7
in out-of-order processors, 137
VAs see virtual addresses (VAs)
V-bit (valid bit), 216, 251, 252, 254, 453
VDD, 256
vectorization, 163
vector length (VL) registers, 159
vector masks (VMs), 163
vector microarchitectures, 158–64
vector processors, 15–17
characteristics, 75
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vectors
addition, 14, 16, 105–6, 107–10, 159–60
basic block, 513–14
similarity between, 512–13
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vector strip mining, 161–3
verification
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see also design verification
version management, 466
vertical microcodes, 90
very large scale integration (VLSI), 11
design quality, 53
dynamic power in, 39
resistors, 38
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architectures, 141–3
advantages, 155
kernels, 143–4, 145, 146–51
size factors, 148
limitations, 155
parallelism in, 153
schematics, 142
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very long instruction word (VLIW)
microarchitectures, 140–57
very long instruction word (VLIW)
processors, hardware and, 75
very long instruction word (VLIW)
programs, loop unrolling, 143, 144
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scheduling, non-cyclic, 151–3
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definition, 29
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with virtual tags, 223–4
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space layout, 213
virtual address translation, 215
virtual channels, 334–5
virtual cut-through switching, 321–2
virtual memory, 196, 212–24
management, 194
motivations for, 212
operating system’s view of, 213–15
organization, 213–14
system space, 194
virtual memory hierarchy, 193
virtual memory systems, 274
virtual page numbers (VPNs), 215, 217, 219
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virtual space, of processes, 213
virtual tags, virtual-address caches with, 223–4
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VLIW architectures see very long instruction word (VLIW)
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microarchitectures, 140–57
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VLIW (very long instruction word) scheduling, non-cyclic, 151–3
VMs (vector masks), 163
voltage, definition, 38
voltage scaling, 47
see also dynamic voltage frequency scaling (DVFS)
vols, 38
VPNs (virtual page numbers), 215, 217, 219
VSLI see very large scale integration (VSLI)
VTune, 515

waiting, methods, 397
WANs see wide area networks (WANs)
WAR hazards see write after read (WAR) hazards
warmup, concept of, 512–13
Watch, 499, 508
schematics, 508
watts, 38
WAW hazards see write after write (WAW) hazards
WB (write back), 92, 94, 96–7, 102–3
weak ordering, 407–9
orders in, 408
speculative violations of, 414–15
wearout, 64
rapid, 37
west-first routing algorithm, 335
wide area networks (WANs), 13, 310
routing algorithms, 330
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WildFire, 287–8
wire delays, 8
impacts, 29
linear, 29
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technological issues, 28–9
wires
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global, 29
local, 29
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within-die variations, 70
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systematic, 70
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working sets, 196, 214
workload behavior, projecting, 515–16
workload characterization, 514–16
workload sampling, 510–14
work partitioning, 234
wormhole switching, 322, 334
write after read (WAR) hazards, 106, 107–8, 111–12, 126, 475–7
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on memory operands, 114
solving, 141
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write after write (WAW) hazards, 107–8, 112, 126, 475–7
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on memory operands, 114
solving, 141
write-allocate, 249
policies, 271
write-back caches, 204, 254
architecture, 203
write back (WB), 92, 94, 96–7, 102–3
write hits, 251, 262
write misses, 251
write policies, 203–4
write register (WR), 94, 96–7
write-run, definition, 263
write-run length (WRL), 264
write-run model, 263
write-through caches, 203–4
architecture, 203
WRL (write-run length), 264
WR (write register), 94, 96–7
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XactMod bit, 472–3
XactRead bit, 472–3
XBusy, 473
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Zesto, 491, 502