This book presents a unique method for decomposing a computer program along its execution paths, for simplifying the subprograms so produced, and for recomposing a program from its subprograms. This method enables us to divide and conquer the complexity involved in understanding the computation performed by a program by decomposing it into a set of subprograms and then simplifying them to the furthest extent possible. The resulting simplified subprograms are generally more understandable than the original program as a whole. The method may also be used to simplify a piece of source code by following the path-oriented method of decomposition, simplification, and recomposition. The analysis may be carried out in such a way that the derivation of the analysis result constitutes a correctness proof. The method can be applied to any source code (or portion thereof) that prescribes the computation to be performed in terms of assignment statements, conditional statements, and loop constructs, regardless of the language or paradigm used.
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Many years ago, I was given the responsibility of leading a large software project. The aspect of the project that worried me the most was the correctness of the programs produced. Whenever a part of the product became suspect, I could not put my mind to rest until the product was tested successfully with a well-chosen set of test cases and until I was able to understand the source code in question clearly and completely. It was not always easy to understand. That was when I started to search for ways to facilitate program understanding.

A program can be difficult to understand for many reasons. The difficulty may stem, for example, from the reader’s unfamiliarity with the application area, from the obscurity of the algorithm implemented, or from the complex logic used in organizing the source code. Given the different reasons that difficulty may arise, a single comprehensive solution to this problem may never be found.

I realized, however, that the creator of a program must always decompose the task to be performed by the program to the extent that it can be prescribed in terms of the programming language used. If the
reader could see exactly how the task was decomposed, the difficulty of understanding the code would be eased because the reader could separately process each subprogram, which would be smaller in size and complexity than the program as a whole.

The problem is that the decomposition scheme deployed in any program may not be immediately obvious from the program text. This is so because programmers use code sharing to make source code compact and avoid unnecessary repetition. Code sharing, together with certain syntactic constraints imposed by programming languages, tends to obscure the decomposition scheme embodied in any program. Some analysis is required to recover this information.

Mathematically speaking, there are three basic ways to decompose a function. The first way is to divide the computation to be performed into a sequence of smaller steps. The second way is to compute a function with many arguments in terms of functions of fewer arguments. The third way is to partition the input domain into a number of subdomains and prescribe the computation to be performed for each subdomain separately. Methods already exist to recover and exploit information relevant to the first two decomposition schemes: They are known as the techniques of symbolic execution and program slicing, respectively. This book presents an analysis method that allows us to extract, analyze, and exploit information relevant to the third decomposition scheme.

Do not be intimidated by the formalisms found in the text. The theorems and corollaries are simply rules designed to manipulate programs. To be precise and concise, formulas in first-order predicate calculus are used to describe the rules. Only elementary knowledge of symbolic logic is needed to interpret those rules.

Typically, the method described in this book is to be used as follows. The program in question is test-executed with an input. If the program produces an incorrect result, it is a definite indication that the program is faulty, and appropriate action must be taken to locate and correct the fault. On the other hand, if the program produces a correct result, one can conclude with certainty only that the program is correct for that particular input. One can broaden the significance of the test result, however, by finding the execution path traversed during the test-execution and then applying the analysis method presented in this book to determine
(1) the conditions under which the same path will be traversed, and (2) the exact nature of the computation performed during execution. This information about execution paths in the program can then be integrated to obtain a better understanding of the program as a whole. This method is illustrated in Appendix A with example programs in C++.

This book contains enough information for the reader to apply the method manually. Manual application of this method, however, is inevitably tedious and error prone. To use the method in a production environment, the method must be mechanized. Software tool designers will find the formal basis presented in this work useful in creating a detailed design.

Being able to understand programs written by others is of practical importance. It is a skill that is fundamental to anyone who reuses software or who is responsible for software quality assurance and beneficial to anyone who designs programs, because it allows designers to learn from others. It is a skill that is not easy to acquire. I am not aware of any academic institution that offers a course on the subject. Typically, students learn to understand programs by studying small examples found in programming textbooks, and they may never be challenged, while in school, to understand a real-world program. Indeed, I have often heard it said – and not only by students – that if a program is difficult to understand, it must be badly written and thus should be rewritten or discarded. Program analysis is normally covered in a course on compiler construction. The problem is that what is needed to make a compiler compile is not necessarily the same as what is needed to make a programmer understand. We need methods to facilitate program understanding. I hope that publication of this book will motivate further study on the subject.
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