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Optical fiber is commonly recognized as an excellent transmission medium owing to its advantageous properties, such as low attenuation, huge bandwidth, and immunity against electromagnetic interference. Because of their unique properties, optical fibers have been widely deployed to realize high-speed links that may carry either a single wavelength channel or multiple wavelength channels by means of wavelength division multiplexing (WDM). The advent of Erbium doped fiber amplifiers was key to the commercial adoption of WDM links in today’s network infrastructure. WDM links offer unprecedented amounts of capacity in a cost-effective manner and are clearly one of the major success stories of optical fiber communications.

Since their initial deployment as high-capacity links, optical WDM fiber links turned out to offer additional benefits apart from high-speed transmission. Most notably, the simple yet very effective concept of optical bypassing enabled network designers to let in-transit traffic remain in the optical domain without undergoing optical-electrical-optical conversion at intermediate network nodes. As a result, intermediate nodes can be optically bypassed and costly optical-electrical-optical conversions can be avoided, which typically represent one of the largest expenditures in optical fiber networks in terms of power consumption, footprint, port count, and processing overhead. More important, optical bypassing gave rise to so-called all-optical networks in which optical signals stay in the optical domain all the way from source node to destination node.

All-optical networks were quickly embraced by both academia and industry, and the research and development of novel architectures, techniques, mechanisms, algorithms, and protocols in the area of all-optical network design took off immediately worldwide. The outcome of these global research and development efforts is the deployment of optical network technologies at all hierarchical levels of today’s network infrastructure covering wide, metropolitan, access, and local areas.

The goals of this book are manifold. First, we set the stage by providing a brief historical overview of the beginnings of optical networks and the major achievements over the past few decades, thereby highlighting key enabling technologies and techniques that paved the way to current state-of-the-art optical networks. Next, we elaborate on the big picture of future optical networks and identify the major steps toward next-generation optical networks. The major contribution of this book is an up-to-date overview of the latest and most important developments in the area of optical wide, metropolitan, access, and local area networks. We pay particular attention to recently standardized and emerging high-performance switching paradigms designed for the cost-effective and
Preface

bandwidth-efficient support of a variety of both legacy and new applications and services at all optical network hierarchy levels. In addition, we explain recently standardized Ethernet-based optical metro, access, and local area networks in great detail and report ongoing research on their performance enhancements. After describing the concepts and underlying techniques of the various optical switching paradigms at length, we take a comprehensive look at current testbed activities carried out around the world to better understand the implementation complexity associated with each of the described optical switching techniques, as well as to get an idea of what future optical switching networks are expected to look like. Finally, we include a chapter on the important topic of converging optical (wired) networks with their wireless counterparts.

This book was written to be used for teaching graduate students as well as to provide communications networks researchers, engineers, and professionals with a thorough overview and an in-depth understanding of state-of-the-art optical switching networks and how they support new and emerging applications and services.
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