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Preface

Various signal processing techniques are actively used in communication systems to improve
the performance. In particular, adaptive signal processing has a strong impact on commu-
nications. For example, various adaptive algorithms are applied to the channel equalization
and interference rejection. Adaptive equalizers and interference cancellers can effectively
mitigate interference and adapt to time-varying channel environments.

Even though iterative signal processing is not as advanced as adaptive signal processing,
it plays a significant role in improving the performance of receivers, which may be limited
by interfering signals. In addition, the estimation error of certain channel parameters, for
example the channel impulse response, can degrade the performance. An improvement in
interference cancelation or a better estimate of channel parameters may be available due to
iterative signal processing. After each iteration, more information about interfering signals
or channel parameters is available. Then, the interference cancelation is more precise and
the channel parameters can be estimated more accurately. This results in an improvement
in performance for each iteration.

It would be beneficial if we could study adaptive and iterative signal processing with
respect to communications. There are a number of excellent books on adaptive signal
processing and communication systems, though it is difficult to find a single book that
covers both topics in detail. Furthermore, as iterative signal processing is less advanced,
I have been unable to find a book that balances the subjects of signal processing and its
applications in communication. My desire to locate such a book increased when I took
a postgraduate course entitled “Adaptive Signal Processing in Telecommunications.” This
provided me with the motivation to write this book, in which I attempt to introduce adaptive
and iterative signal processing along with their applications in communications.

This book can be divided into three parts. In Part I, we introduce intersymbol interference
(ISI) channels and adaptive signal processing techniques for ISI channels. The ISI channel
is a typical interference-limited channel, and its performance is limited by the ISI. There
are a number of methods used to mitigate the ISI to improve the performance. The reader
will learn how adaptive signal processing techniques can be used successfully to mitigate
the ISI.

In Part II, two different key methods for iterative signal processing are introduced. One
is based on the expectation-maximization (EM) algorithm and the other is based on the
turbo-principle. The EM algorithm was introduced to solve the maximum likelihood (ML)
estimation problem. The EM algorithm is an iterative algorithm that can find ML estimates
numerically. Since the EM algorithm is numerically stable and improves the likelihood

xiii
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xiv Preface

through iterations, it has been extensively studied in statistics. In statistical signal process-
ing areas, the EM algorithm is regarded as a standard approach for parameter estimation
problems. As the channel estimation problem is a parameter estimation problem, it is natural
to apply the EM algorithm.

The turbo-principle was quite a suprising idea when it appeared for turbo decoding.
The performance of a simple channel code can approach a limit with the turbo decoding
algorithm of reasonably low complexity. Once the turbo-principle was understood, it was
widely adopted to solve difference problems including the channel equalization problem.
Based on the turbo-principle, turbo equalizers were employed suppress the ISI effectively
through iterations.

In Part III, we introduce different interference-limited channels. Code division multiple
access (CDMA) systems suffer from multiuser interference (MUI). Therefore, the perfor-
mance of CDMA is limited by MUI and can be improved by sucessfully mitigating it.
Multiple input multiple output (MIMO) channels are also interference-limited since multi-
ple transmit antennas transmit signals simultaneously and the transmitted signals from the
other antennas become interfering signals. For both CDMA and MIMO channels, adaptive
and iterative signal processing techniques are used to mitigate interfering signals effectively
and estimate channels more precisely.

I would like to thank many people for supporting this work: J. Ritcey (University of
Washington), K. Wong and W. Zhang (University of Waterloo), H. Jamali (University of
Tehran), and F. Chan (University of New South Wales), who helped by providing constructive
comments. All these colleagues assisted with proofreading, especially K. Wong and F. Chan.
Needless to say the responsibility for the remaining errors, typos, unclear passages, and
weaknesses is mine.

Special thanks go to C.-C. Lim (University of Adelaide), Y.-C. Liang (Institute for
Infocomm Research), S. Choi (Hanyang University), X. Shen (University of Waterloo), and
F. Adachi (Tohoku University) for encouragement and long-term friendship.

I also want to thank Assistant Editor A. Littlewood and Publishing Director P. Meyler at
Cambridge University Press.

Finally, I would like to offer my very special thanks to my family, Kila, Seji, and Wooji,
for their support, encouragement, and love.
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Symbols

b symbol vector
bl (binary) data symbol transmitted at time l
{bm} symbol sequence
f (·) generic expression for a pdf
h CIR
hl CIR at time l
�(x) imaginary part of a complex number x
�(x) real part of a complex number x
Ry covariance matrix of y
�x� smallest integer that is greater than or equal to x
�x� largest integer that is smaller than or equal to x
y received signal vector
yl received signal at time l
{ym} received signal sequence
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List of abbreviations xvii

MSE mean square error
MUI multiple user interference
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pdf probability density function
PSP per-survivor processing
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