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1 Introduction

Ward Edwards, Ralph F. Miles, Jr., and Detlof von Winterfeldt

This first chapter of Advances in Decision Analysis presents definitions for decision

analysis that will be used consistently throughout this volume and provides a list

of references on the subject of decision analysis. As this is an edited volume on

“advances” in decision analysis, it is assumed that the reader is familiar with the

subject to the level presented in one or more of the introductory decision analysis

texts listed in the Preface.

This book attempts to maintain consistent distinctions among normative, pre-

scriptive, and descriptive decision theories—distinctions that we find inconsistent

in the literature. There is a rich and related literature on microeconomics, decision

theory, behavioral psychology, and management science, which is only touched

on in the following chapters.

Advances in Decision Analysis presents methodologies and applications of

decision analysis as derived from prescriptive decision theory. Each of the first six

parts of the book concentrates on different aspects of decision analysis. Part VII

is devoted to applications of decision analysis.

The Rational Decision Maker

Many books in economics and decision analysis propose theories and method-

ologies that claim to be “rational.” Philosophers disagree on what is rational

(Mele and Rawling 2004; Searle 2001). Many decision theories define the “ratio-

nal decision maker” through mathematical principles or axioms, which, if com-

bined, imply rational behavior (e.g., to maximize expected utility). But how com-

pelling are these axioms? We would be remiss not to define what we mean by

rationality.

For the purposes of this book, “rationality” will be interpreted as “Bayesian

rationality,” with an emphasis on (1) decision making guided by maximizing sub-

jective expected utility, and (2) the importance of information and the processing

of that information through Bayes’ theorem. We take a pragmatic view of why this

position is compelling. By pragmatic, we mean that systematic and repeated vio-

lations of these principles will result in inferior long-term consequences of actions

and a diminished quality of life. See also Chapter 5: “Pragmatism” in McClennen

(1990).
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Pragmatism

The pragmatism of Peirce (1878) and James (1907) was preceded by that of Kant

(1781), who, in his Critique of Pure Reason, makes two essential points: (1) The

justification for reason is ends for happiness and (2) it cannot be obtained a priori

from logic:

The sole business of reason is to bring about a union of all the ends, which are
aimed at by our inclinations, into one ultimate end – that of happiness – and
to show the agreement which should exist among the means of attaining that
end. In this sphere, accordingly, reason cannot present to us any other than
pragmatical laws of free action, for our guidance towards the aims set up by
the senses, and is incompetent to give us laws which are pure and determined
completely á priori.

In many ways, the behavioral movement of psychology and economics and

the philosophical inclinations of the founding fathers of decision analysis aligned

with this pragmatic philosophy. Many decision analysts today subscribe to the

pragmatic idea that beliefs, values, and actions should serve the pursuit of hap-

piness, whether this be wealth, health, quality of life, or an aggregation of those

attributes into a general notion of utility.

Subjective Expected Utility (SEU)

There are three fundamental principles that are rational because they are prag-

matic in the sense just discussed. These principles apply to choices with certain

consequences as well as to choices with uncertain consequences (gambles). For

generality, these principles are presented here for gambles, because sure things

are simply degenerate gambles. The three principles are:

1. Transitivity.

2. The sure-thing principle.

3. Additivity of probability.

TRANSITIVITY. Transitivity states that if gamble f is preferred to gamble g, and

gamble g is preferred to gamble h, then gamble f must be preferred to gamble

h. The pragmatic argument for transitivity is that its intentional, systematic, and

persistent violation subjects the decision maker to the possibility of becoming a

“money pump” (Davidson, McKinsey, and Suppes 1955), and, in market situations,

to be vulnerable to arbitrage opportunities.

SURE-THING PRINCIPLE. The sure-thing principle states that the preference between

two gambles f and g, which have the same set of events and which have identical

consequences in one of the events (but not necessarily in others), should not

depend on what that identical consequence is. Much has been written about the

rationality status of this principle since it was introduced by Savage (1954). To us,

the convincing pragmatic argument is that violations of the sure-thing principle
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contradict a slightly generalized version of the monotonicity principle. The specific

version of the monotonicity principle states that replacing a consequence in a

gamble with a preferred consequence, creates a new gamble that is preferred to the

original one. Luce (2003) refers to this condition as “consequence monotonicity,”

to distinguish it form other types of monotonicity. The generalization applies this

principle to the situation in which a consequence in a gamble can be a gamble

itself (i.e., a second-stage gamble). It states that the replacement of a gamble

with a preferred gamble creates a new gamble that is preferred to the original

one. Violations of this principle can be shown to lead to money pump arguments

similar to those of violating transitivity.

The power of the sure-thing principle is that it allows the separation of prob-

abilities of events from the utilities of the consequences associated with these

events. Technically, the principle allows the construction of an additive function

over a series of events, where the consequences for each event are evaluated sep-

arately. Other technical principles ensure that the functions for evaluating events

are related by positive linear transformations, thus leading to the interpretation

of weights attached to events.

ADDITIVITY OF PROBABILITY. The weights attached to events can have very different

interpretations. In decision analysis, these weights are interpreted as probabilities.

The most important feature of these probabilities is that they are additive, that

is, the probability of two mutually exclusive events is equal to the sum of the two

probabilities. The principle underlying additivity of probability is what Luce (2003)

calls “event monotonicity.” Event monotonicity requires that when we replace an

event associated with a preferred consequence with an event that is more likely,

and, at the same time, replace an event with a less-preferred consequence with a

less likely one, we should prefer the new gamble over the original one.

Violation of event monotoncity or additivity subjects the decision maker to

the sure long-term loss implied by the Dutch Book argument (de Finetti 1931,

1937; Kemeny 1955; Lehman 1955; Ramsey 1926; Shimony 1955). In other words,

if you believe in nonadditive probabilities, someone can create a series of gambles

that will lead to your eventual sure losses. Aside from avoiding the Dutch Book,

the power of additive probabilities is that they open the door to the use of the

whole apparatus of probability theory.

Acceptance of transitivity, the sure-thing principle, and the additivity of prob-

ability (plus some less important technical assumptions) inevitably leads to the

acceptance of the subjective expected utility model of decision making (Savage

1954). Denying any of these principles leads to “nonexpected utility theories”

that attempt to model descriptive decision making. Nau discusses these nonex-

pected utility theories in Chapter 14 in this volume.

Bayes’ Theorem

Bayes’ theorem is a trivial consequence of the definition of conditional probability,

although calling it a “definition” is inadequate because there are intuitive notions
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as to what “conditionalization” means (Hájek 2003). Define p(A|E) =
p(A

⋂
E )

p(E )

to be the probability of Event A conditional on Event E, where A and E are

events and p(A) and p(E) are unconditional probabilities of the events and where

p(E) �= 0.

Let Ai (i = 1, . . . , m) and Ej ( j = 1, . . . , n) be partitions of the same event

space. Then it can be shown that

p(Ai | Ej ) =
p(Ej | Ai )p(Ai )∑m

i=1
p(Ej | Ai )p(Ai )

.

Credit is given to Thomas Bayes (1763) for the theorem, although the story is

more complicated than that (Bernardo and Smith 1994; Dale 1999). The richness

for conditionalization becomes apparent when p(Ai ) is interpreted as the uncon-

ditional probability of Event Ai prior to observing the Event Ej , p(Ej | Ai ), which

is interpreted as the probability of Event Ej conditional on observing Event Ai

and called the “likelihood function.” The terms in the denominator are a normal-

izing function that equates to p(Ej ).

The pragmatic argument for a bettor to use Bayes’ theorem as a rule for

updating probabilities is that otherwise a bettor updating by Bayes’ theorem can

construct a Dutch Book against a bookie who does not likewise update. Roughly,

the bettor observes the bookie’s fair odds before and after the evidence obtains

and places a series of fair bets such that the bettor is guaranteed to win no matter

the outcome of the bets. For the details on how the Dutch Book is constructed, see

Freedman and Purves (1969), Skyrms (1987, 1990, 1993), and Teller (1973, 1976).

Decision Theory

Decision theory, the foundation of decision analysis, has a long history, some

of which is discussed in the next chapter. Briefly, decision theory started with

two streams of thought: modification of the expected value model to account

for nonlinear utilities and the introduction of subjective probabilities and use of

Bayes’ theorem for updating probabilities. Both streams of thought date back to

the eighteenth century. Daniel Bernoulli (1738), responding to several criticisms

of the expected value model, proposed the use of a logarithmic utility function

to replace the direct monetary consequences in an expected utility calculation.

Although the notion of subjective probability was known since the 1660s (Hacking

1975), its implementation lay fallow until Thomas Bayes (1763) used subjective

probability when he proposed an algorithm to update probabilities based on new

data. It took two centuries for these ideas to culminate first in the expected utility

model (von Neumann and Morgenstern 1947), and soon thereafter in the subjective

expected utility model (Savage 1954). Many books on decision theory followed (see

Chapter 2, in this volume). Subjective expected utility theory is the foundation

of decision analysis to this date. The first conference on “decision processes” was

held at the RAND Corporation in 1952 (Thrall, Coombs, and Davis 1954).

Another precedent of decision analysis was created in game theory by von

Neumann and Morgenstern (1947), which was popularized by the very influential
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book by Luce and Raiffa (1957). Game theory is very much alive today in exper-

imental economics and terrorism research, although it does not appear to have

much direct impact on decision analysis.

Social choice theory is concerned with the rules that govern aggregate choices

by individuals, including voting and selection of aggregate decision rules (Arrow

1963). Some of social choice theory has been used in multiple stakeholder appli-

cations of decision analysis (e.g., Dyer and Miles 1976).

Normative, Descriptive, and Prescriptive Decision Theories

Following Bell, Raiffa, and Tversky (1988), we can distinguish among three dif-

ferent perspectives in the study of decision making. In the normative perspective,

the focus is on rational choice and normative models are built on basic assump-

tions (or axioms) that people should consider to provide logical guidance for their

decisions. In the domain of decision making under risk or uncertainty, the tra-

ditional expected value model, the expected utility model of von Neumann and

Morgenstern (1947), and the subjective expected utility model of Savage (1954)

are the dominant normative models of rational choice. In the domain of beliefs,

probability theory and Bayesian statistics in the presence of evidence for updating

beliefs provide the normative foundation.

The descriptive perspective focuses on how real people make judgments and

decisions, and some descriptive researchers develop mathematical models of

actual behavior. Such models are judged by the extent to which their predictions

correspond to the actual judgments and choices people make (Allais and Hagen

1979; Gilovich, Griffin, and Kahneman 2002; Kahneman, Slovic, and Tversky 1982;

Kahneman and Tversky 2000). One of the most prominent descriptive models of

decision making under uncertainty is the prospect theory model of Kahneman

and Tversky (1979), later refined in Tversky and Kahneman (1992). The model

captures many of the ways in which people deviate from the normative ideal of

the expected utility model in a reasonably parsimonious form.

The prescriptive perspective focuses on helping people make better decisions

by using normative models, but with awareness of the limitations of human judg-

ment and of the practical problems of implementing a rational model in a complex

world. Regarding the limitations of human judgment, the prescriptive perspective

attempts to ensure that the tasks presented to experts and decision makers are suf-

ficiently simple and are not affected by biases and errors known from descriptive

studies. Training, tools, and debiasing techniques are used to avoid such biases and

errors. To implement rational models in a complex world, it is important to sim-

plify a complex decision environment to a manageable size for analysis. Savage

(1954) recognized this issue when discussing the issues related to “small” and

“large” worlds.

Decision Analysis

Decision analysis is unabashedly normative in theory and thoroughly prescrip-

tive in practice. Its purpose is to assist decision makers to make better decisions.
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Decision analysis draws on the disciplines of mathematics, economics, behavioral

psychology, and computer science.

The fundamentals of decision analysis were developed in the late 1950s and

the ideas first appeared in book form with Schlaifer’s Probability and Statistics

for Business Decisions (1959). Decision analysis came to early maturity in the

1960s when Howard (1965, 1966) merged decision theory and systems modeling.

Howard named the new discipline “decision analysis.” Quoting Howard (1983):

“Specifically, decision analysis results from combining the fields of systems anal-

ysis and statistical decision theory.” Howard edited the Special Issue on Deci-

sion Analysis (Howard 1968), in which he wrote “The Foundations of Decision

Analysis” (Howard 1968a). Raiffa (1968) published the first book titled Decision

Analysis. It is amazing that, with the help of Ward Edwards, in the same year

Lusted, an M.D., published a book on medical decision making (Lusted 1968).

For the state of statistical decision theory at that time, see Raiffa and Schlaifer

(1961) and much later, Pratt, Raiffa, and Schlaifer (1995). For an overview of

systems analysis during that period, see Miles (1973). There are many books that

are truly dedicated to decision analysis (Baird 1989; Bell, Keeney, and Raiffa 1977;

Bell and Schleifer 1995; Brown 2005; Brown, Kahr, and Peterson 1974; Bunn 1984;

Clemen 1996; French 1989; Golub 1997; Goodwin and Wright 1991; Hammond,

Keeney, and Raiffa 1999; Howard and Matheson 1983a; Jeffrey 1983; Keeney 1978,

1992; Keeney and Raiffa 1976; Kirkwood 1997; Lindley 1985; Marshall and Oliver

1995; Morgan and Henrion 1990; von Winterfeldt and Edwards 1986; Watson and

Buede 1987; Zeckhauser, Keeney, and Sebenius 1996). The Decision Analysis

Society of the Institute for Operations Research and the Management Sciences

(INFORMS) also has a quarterly journal, Decision Analysis.

What does decision analysis have to offer that other related disciplines do not?

Research on the mathematical foundations of decision theory that are largely nor-

mative, in the sense that we have defined “normative,” can contribute to decision

analysis, but is not decision analysis per se (Fishburn 1964, 1968, 1970, 1982; Jeffrey

1983, 1992; Kreps 1988; Luce 1959; Wakker 1989). Research that is axiomatic in

nature, but violates the three fundamental principles of rationality (transitivity,

sure-thing, and additivity of probabilities), cannot serve as a foundation of deci-

sion analysis (Bacharach and Hurley 1991; Fishburn 1988; Hooker, Leach, and

McClennen 1978; Quiggin 1993; Stigum and Wenstøp, 1983).

Descriptive decision theory or behavioral psychology are important for their

insight into the cognitive limitations of decision makers, but their conclusions are

not always guidelines for rational decision making we have discussed. Some pub-

lications are a mixture of normative, prescriptive, and descriptive decision theory

(Dawes 1988; Edwards 1992; Edwards and Tversky 1967; Gärdenfors and Sahlin

1988; Hogarth 1990; Kleindorfer, Kunreuther, and Schoemaker 1993; Shanteau,

Mellers, and Schum 1999; Zeckhauser, Keeney, and Sebenius 1996). Management

science combines economic and social science theories with analyses of real-world

results, but these analyses are not always studies framed within the paradigm of

decision analysis (Bazerman 1998; HBS 2001; Hoch and Kunreuther 2001; March

1994; Russo and Schoemaker 1989).
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Philosophical studies cannot be construed as decision analysis (Eells 1982;

Eells and Skyrms 1994; Gibbard 1990; Joyce 1999; Kaplan 1996; Kyburg and Teng

2001; Kyburg and Thalos 2003; Levi 1986; Maher 1993; Resnik 1987; Skyrms 1990;

Sobel 1994; Weirich 2001). Microeconomics concentrates on theory and not on

how decision makers would actually implement the theory (Kreps 1990; Mas-

Colell, Whinston, and Green 1995). The same can be said for excellent studies

on Bayesian statistics (Berger 1985; Bernardo and Smith 1994; Berry 1996; Gill

2002; Leonard and Hsu 1999; Robert 2001; Zellner 1971) or operations research

(Hillier and Lieberman 2001).

Decision analysis is normative at its roots, but becomes prescriptive in recog-

nizing the limitations of human decision makers and the complexity of the envi-

ronment in which it has to be implemented. See Gigerenzer and Selten (2001),

Simon (1982), and Rubenstein (1998) for a discussion of bounded rationality.
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