
M O D E R N C O D I N G T H E O R Y

Iterative techniques have revolutionized the theory and practice of coding and have been
adopted in the majority of next-generation communications standards. Modern Coding Theory
summarizes the state of the art in iterative coding, with particular emphasis on the underlying
theory. Starting with Gallager’s original ensemble of low-density parity-check codes as a rep-
resentative example, focus is placed on the techniques to analyze and design practical iterative
coding systems. The basic concepts are then extended for several general codes, including the
practically important class of turbo codes. This book takes advantage of the simplicity of the
binary erasure channel to develop analytical techniques and intuition, which are then applied
to general channel models. A chapter on factor graphs helps to unify the important topics of
information theory, coding, and communication theory.

Covering the most recent advances in the field, this book is a valuable resource for graduate
students in electrical engineering and computer science, as well as practitioners who need to
decide which coding scheme to employ, how to design a new scheme, or how to improve an
existing system.

Additional resources, including instructor’s solutions and figures, are available online:
www.cambridge.org/9780521852296.
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P R E FA C E

This book is all about iterative channel decoding. Two other names which are often
used to identify the same area are probabilistic coding and codes on graphs. Itera-
tive decoding was originally conceived by Gallager in his remarkable Ph.D. thesis
of 1960. Gallager’s work was, evidently, far ahead of its time. Limitations in com-
putational resources in the 1960s were such that the power of his approach could
not be fully demonstrated, let alone developed. Consequently, iterative decoding at-
tracted only passing interest and slipped into a long dormancy. It was rediscovered
by Berrou, Glavieux, andThitimajshima in 1993 in the form of turbo codes, and then
independently in themid 1990s byMacKay andNeal, Sipser and Spielman, as well as
Luby, Mitzenmacher, Shokrollahi, Spielman, and Stemann in a formmuch closer to
Gallager’s original construction. Iterative techniques have subsequently had a strong
impact on coding theory and practice and, more generally, on the whole of commu-
nications.

The titleModern Coding Theory is clearly a hyperbole. There have been several
other important recent developments in coding theory. To mention one prominent
example: Sudan’s algorithm and the Guruswami-Sudan improvement for list de-
coding of Reed-Solomon codes and their extension to soft-decision decoding have
sparked new life into this otherwise mature subject. So what is our excuse? Iter-
ative methods and their theory are strongly tied to advances in current comput-
ing technology and they are therefore inherently modern. They have also brought
about a breakwith the past.Moreover, the techniques are influencing awide range of
applications within and beyond communications, connecting that area with many
modern topics in, among others, statistical mechanics and complexity theory. Nev-
ertheless, the font on the book cover expresses the irony that the roots of “modern”
coding go back to a time when typewriters ruled the world.

The field of iterative decoding has not settled in the same way that classical cod-
ing has.There are nearly as many flavors of iterative decoding systems – and graphi-
calmodels to represent them– as there are researchers in the field.Wehave therefore
decided to focusmore on techniques to analyze and design such systems rather than
on specific instances. In order to present the theory, we have elected Gallager’s orig-
inal ensemble of low-density parity-check (LDPC) codes as a representative exam-
ple.This ensemble is perhaps the most elegant example and it provides a framework
within which the main results can be presented easily. Once the basic concepts are
absorbed, their extensions tomore general cases is typically routine and several such
extensions (but not an exhaustive list) are discussed. In particular, we have included
a thorough investigation of turbo codes.

xiii
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xiv preface

Anoticeable feature of this book is thatwe spend a considerable number of pages
discussing iterative decoding over the binary erasure channel. Why spend so much
time on a very specific and limited channel model? It is probably fair to say that
what we now know about iterative decoding we learned first for the binary erasure
channel. The basic analysis of iterative coding in the context of the binary erasure
channel needs little more than pen and paper and some knowledge of calculus and
probability. Nearly all important concepts developed during the study of the binary
erasure channel carry over to general channels, although our current ability to ex-
tend the results is, in some cases, frustrated by technical challenges.

This book is written with several audiences in mind. First, we hope that it will
be a useful text for a course in coding theory. If such a course is dedicated solely to
iterative techniques, most necessary material should be contained in this book. If
the course covers both classical algebraic coding and iterative topics, this book can
be used in conjunctionwith one of themany excellent books on classical coding.We
have intentionally excluded virtually all classical material, except for the most basic
definitions. Second, we hope that this book will also be of use to the practitioner in
the field who is trying to design or choose a coding scheme for a new communi-
cation system or to improve an existing system. Third, we hope that the book will
serve as a useful reference for researchers in the field.

There are many possible paths through this book. Our own personal prefer-
ence is to start with the chapter on factor graphs (Chapter 2). The material covered
in this chapter has the special appeal that it unifies many themes of information
theory, coding, and communication. Although all three areas trace their origin to
Shannon’s 1948 paper, they have subsequently diverged and specialized to a point
where a typical textbook in one area treats each of the other two topics as distant
cousins and gives them just passing reference. The factor graph approach is a nice
way to glue them back together. The same technique allows for the computation of
capacity, and deals with equalization, modulation, and coding on an equal footing.
Following Chapter 2, we recommend covering the core of the material in Chapter
3 (binary erasure channel) and Chapter 4 (general binary memoryless symmetric
channels) in a linear fashion.

The remaining material can be read in almost any order according to the pref-
erences of the reader. One may choose to broaden the view and to go through some
of the material on more general channels (Chapter 5). Alternatively, you might be
more interested in general ensembles. Chapter 6 discusses turbo codes and Chapter
7 deals with various further ensembles and some issues of graph design.

Chapter 8 gives a brief look at a complementary way of analyzing iterative sys-
tems in terms of the expansion of the underlying bipartite graph. These techniques
are usually aimed at proving guaranteed error-correcting capability and are usually
not capable of predicting typical error-correcting performance.
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xv

The Appendices contain various chapters on topics which either describe tools
for analysis or are simply too technical to fit into the main part. Appendix A takes
a look at the encoding problem. Curiously, for iterative schemes the encoding task
can be of equal (or even higher) complexity than the decoding task. Appendix B dis-
cusses efficient and accurateways of implementing density evolution. InAppendixC
we describe various techniques from probability which are useful in asserting that
most elements of a properly chosen ensemble behave “close” to the ensemble aver-
age. We take a close look at generating functions in Appendix D. In particular we
discuss how to accurately estimate the coefficients of powers of polynomials – a re-
current theme in this book. Finally, in Appendix Ewe collected a few proofs deemed
too lengthy to include in the main text.

Althoughwehave tried tomake thematerial as accessible as possible, the prereq-
uisites for different portions of the book vary considerably. Some seemingly simple
issues require sophisticated tools for their resolution. A good example is the mate-
rial related to the weight distribution of LDPC codes.When the density of equations
increases to a painful level, the casual reader is advised not to get discouraged but
rather to skip the proofs. Fortunately, in all these cases the subsequent material de-
pends very little on the mathematical details of the proof.

If you are a lecturer and you are giving a beginning graduate-level course we rec-
ommend that you follow the basic course outlined above but skip some of the less
accessible topics. For general binary memoryless symmetric channels one can first
focus onGallager’s decoding algorithmA.The analysis for this case is very similar to
the one for the binary erasure channel. A subsequent discussion of the belief prop-
agation decoder can skip some of the proofs and so avoid a discussion of some of
the technical difficulties. If your course is positioned as an advanced graduate-level
course then most of the material should be accessible to the students.

We intended to write a thin book containing all there is to know about itera-
tive decoding. We ended up with a rather thick one with a number of regrettable
omissions: We do not cover the emerging theory of pseudo codewords and their
connections to the error floor for general channels and we only scratched the sur-
face of the rich area of interleaver design. The theory of rateless codes is deserving
of a much more detailed look. We have not discussed the powerful techniques bor-
rowed from statistical mechanics, which have been used successfully in the analysis
of iterative systems. Finally, we mention, but do not discuss, source coding by iter-
ative techniques.

Even within the topics we have covered many interesting extensions and details
have been set aside and not been included. For these shortcomings, to paraphrase
Descartes, “[We] hope that posterity will judge [us] kindly, not only as to the things
which [we] have explained, but also as to those which [we] have intentionally omit-
ted so as to leave to others the pleasure of discovery.” ;-)

© Cambridge University Press www.cambridge.org

Cambridge University Press
978-0-521-85229-6 - Modern Coding Theory
Tom Richardson and Rudiger Urbanke
Frontmatter
More information

http://www.cambridge.org/0521852293
http://www.cambridge.org
http://www.cambridge.org


xvi preface
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