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Preface

The purpose of this text is to enable biomedical researchers to use a number of advanced statistical methods that have proven valuable in medical research. The past forty years have seen an explosive growth in the development of biostatistics. As with so many aspects of our world, this growth has been strongly influenced by the development of inexpensive, powerful computers and the sophisticated software that has been written to run them. This has allowed the development of computationally intensive methods that can effectively model complex biomedical data sets. It has also made it easy to explore these data sets, to discover how variables are interrelated, and to select appropriate statistical models for analysis. Indeed, just as the microscope revealed new worlds to the eighteenth century, modern statistical software permits us to see interrelationships in large complex data sets that would have been missed in previous eras. Also, modern statistical software has made it vastly easier for investigators to perform their own statistical analyses. Although very sophisticated mathematics underlies modern statistics, it is not necessary to understand this mathematics to properly analyze your data with modern statistical software. What is necessary is to understand the assumptions required by each method, how to determine whether these assumptions are adequately met for your data, how to select the best model, and how to interpret the results of your analyses. The goal of this text is to allow investigators to effectively use some of the most valuable multivariate methods without requiring a prior understanding of more than high school algebra. Much mathematical detail is avoided by focusing on the use of a specific statistical software package.

This text grew out of my second semester course in biostatistics that I teach in our Master of Public Health program at the Vanderbilt University Medical School. All of the students take introductory courses in biostatistics and epidemiology prior to mine. Although this text is self-contained, I strongly recommend that readers acquire good introductory texts in biostatistics and epidemiology as companions to this one. Many excellent texts are available on these topics. At Vanderbilt we are currently using Katz (2006) for biostatistics and Gordis (2004) for epidemiology. The statistical
software used in this text is Stata, version 10 (StataCorp, 2007). It was chosen for the breadth and depth of its statistical methods, for its ease of use, excellent graphics and excellent documentation. There are several other excellent packages available on the market. However, the aim of this text is to teach biostatistics through a specific software package, and length restrictions make it impractical to use more than one package. If you have not yet invested a lot of time learning a different package, Stata is an excellent choice for you to consider. If you are already attached to a different package, you may still find it easier to learn Stata than to master or teach the material covered here from other textbooks. The topics covered in this text are linear regression, logistic regression, Poisson regression, survival analysis, and analysis of variance. Each topic is covered in two chapters: one introduces the topic with simple univariate examples and the other covers more complex multivariate models. The text makes extensive use of a number of real data sets. They all may be downloaded from my web site at biostat.mc.vanderbilt.edu/dupontwd/wddtext/. This site also contains complete log files of all analyses discussed in this text.

Changes in the second edition

I have made extensive modifications and additions to the second edition of this text. These can be summarized as follows.

• Since I wrote the first edition, Stata has undergone major improvements that make it much easier to use and enable more powerful graphics. The examples in this text take advantage of these improvements and comply with Stata’s version 10 syntax.

• Stata now has easy-to-use point-and-click commands that may be used as an alternative to Stata’s character-based commands. I have provided documentation for both the point-and-click and character-based versions of all commands discussed in this text.

• Appendix A summarizes the types of data discussed in this text and indicates which statistical methods are most appropriate for each type of data.

• Restricted cubic splines are used to analyze non-linear regression models. This is a simple but powerful approach that can be used to extend logistic and proportional hazards regression models as well as linear regression models.

• Density-distribution sunflower plots are used for the exploratory analysis of dense bivariate data.
The Breslow–Day–Tarone test is used to test the equality of odds ratios across multiple $2 \times 2$ tables.

Likelihood ratio tests of nested models are used extensively.

I have added a brief discussion of proportional odds and polytomous logistic regression.

Predicted survival and log–log plots are used to evaluate the adequacy of the proportional hazards model of survival data.

Additional exercises have been added to several chapters.
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