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Boolean models and methods play a fundamental role in the analysis of a broad diversity of situations encountered in various branches of science.

The objective of this collection of papers is to highlight the role of Boolean theory in a number of such areas, ranging from algebra and propositional logic to learning theory, cryptography, computational complexity, electrical engineering, and reliability theory.

The chapters are written by some of the most prominent experts in their fields and are intended for advanced undergraduate or graduate students, as well as for researchers or engineers. Each chapter provides an introduction to the main questions investigated in a particular field of science, as well as an in-depth discussion of selected issues and a survey of numerous important or representative results. As such, the collection can be used in a variety of ways: some readers may simply skim some of the chapters in order to get the flavor of unfamiliar areas, whereas others may rely on them as authoritative references or as extensive surveys of fundamental results.

Beyond the diversity of the questions raised and investigated in different chapters, a remarkable feature of the collection is the presence of an “Ariane’s thread” created by the common language, concepts, models, and tools of Boolean theory. Many readers will certainly be surprised to discover countless links between seemingly remote topics discussed in various chapters of the book. It is hoped that they will be able to draw on such connections to further their understanding of their own scientific disciplines and to explore new avenues for research.

Introduction

The first part of the book, “Algebraic Structures,” deals with compositions and decompositions of Boolean functions.

A set $F$ of Boolean functions is called complete if every Boolean function is a composition of functions from $F$; it is a clone if it is composition-closed and contains all projections. In 1921, E. L. Post found a completeness criterion, that is, a necessary and sufficient condition for a set $F$ of Boolean functions to be complete. Twenty years later, he gave a full description of the lattice of Boolean clones. Chapter 1, by Reinhard Pöschel and Ivo Rosenberg, provides an accessible and self-contained discussion of “Compositions and Clones of Boolean Functions” and of the classical results of Post.

Functional decomposition of Boolean functions was introduced in switching theory in the late 1950s. In Chapter 2, “Decomposition of Boolean Functions,” Jan C. Bioch proposes a unified treatment of this topic. The chapter contains both a presentation of the main structural properties of modular decompositions and a discussion of the algorithmic aspects of decomposition.

Part II of the collection covers topics in logic, where Boolean models find their historical roots.

In Chapter 3, “Proof Theory,” Alasdair Urquhart briefly describes the more important proof systems for propositional logic, including a discussion of equational calculus, of axiomatic proof systems, and of sequent calculus and resolution proofs. The author compares the relative computational efficiency of these different systems and concludes with a presentation of Haken’s classical result that resolution proofs have exponential length for certain families of formulas.

The issue of the complexity of proof systems is further investigated by John Franco in Chapter 4, “Probabilistic Analysis of Satisfiability Algorithms.” Central questions addressed in this chapter are: How efficient is a particular algorithm when applied to a random satisfiability instance? And what distinguishes “hard” from “easy” instances? Franco provides a thorough analysis of these questions, starting with a presentation of the basic probabilistic tools and models and covering advanced results based on a broad range of approaches.
In Chapter 5, “Optimization Methods in Logic,” John Hooker shows how mathematical programming methods can be applied to the solution of Boolean inference and satisfiability problems. This line of research relies on the interpretation of the logical symbols 0 and 1 as numbers, rather than meaningless symbols. It leads both to fruitful algorithmic approaches and to the identification of tractable classes of problems.

The remainder of the book is devoted to applications of Boolean models in various fields of computer science and engineering, starting with “Learning Theory and Cryptography” in Part III.

In Chapter 6, “Probabilistic Learning and Boolean Functions,” Martin Anthony explains how an unknown Boolean function can be “correctly approximated,” in a probabilistic sense, when the only available information is the value of the function on a random sample of points. Questions investigated here relate to the quality of the approximation that can be attained as a function of the sample size, and to the algorithmic complexity of computing the approximating function.

A different learning model is presented by Robert H. Sloan, Balázs Szörényi, and György Turán in Chapter 7, “Learning Boolean Functions with Queries.” Here, the objective is to identify the unknown function exactly by asking questions about it. The efficiency of learning algorithms, in this context, depends on prior information available about the properties of the target function, about the type of representation that should be computed, about the nature of the queries that can be formulated, and so forth. Also, the notion of “efficiency” can be measured either by the number of queries required by the learning algorithm (information complexity) or by the total of amount of computational steps required by the algorithm (computational complexity). The chapter provides an introduction and surveys a large variety of results along these lines.

In Chapter 8, Claude Carlet provides a very complete overview of the use of “Boolean Functions for Cryptography and Error-Correcting Codes.” Both cryptography and coding theory are fundamentally concerned with the transformation of binary strings into binary strings. It is only natural, therefore, that Boolean functions constitute a basic tool and object of study in these fields. Carlet discusses quality criteria that must be satisfied by error-correcting codes and by cryptographic functions (high algebraic degree, nonlinearity, balancedness, resiliency, immunity, etc.) and explains how these criteria relate to characteristics of Boolean functions and of their representations. He introduces several remarkable classes of functions such as bent functions, resilient functions, algebraically immune functions, and symmetric functions, and he explores the properties of these classes of functions with respect to the aforementioned criteria.

In Chapter 9, “Vectorial Boolean Functions for Cryptography,” Carlet extends the discussion to functions with multiple outputs. Many of the notions introduced in Chapter 8 can be naturally generalized in this extended framework: families of representations, quality criteria, and special classes of functions are introduced and analyzed in a similar fashion.
Part IV concentrates on “Graph Representations and Efficient Computation Models” for Boolean functions.

Beate Bollig, Martin Sauerhoff, Detlef Sieling, and the late Ingo Wegener discuss “Binary Decision Diagrams” (BDDs) in Chapter 10. A BDD for function $f$ is a directed acyclic graph representation of $f$ that allows efficient computation of the value of $f(x)$ at any point $x$. Different types of BDDs can be defined by placing restrictions on the underlying digraph, by allowing probabilistic choices, and so forth. Questions surveyed in Chapter 10 are, among others: What is the size of a smallest BDD representation of a given function? How can a BDD be efficiently generated? How difficult is it to solve certain problems on Boolean functions (satisfiability, minimization, etc.) when the input is represented as a BDD?

Matthias Krause and Ingo Wegener discuss a different type of graph representations in Chapter 11, “Circuit Complexity.” Boolean circuits provide a convenient model for the hardware realization of Boolean functions. Krause and Wegener describe efficient circuits for simple arithmetic operations, such as addition and multiplication. Further, they investigate the possibility of realizing arbitrary functions by circuits with small size or small depth. Although lower bounds or upper bounds on these complexity measures can be derived under various assumptions on the structure of the circuit or on the properties of the function to be represented, the authors also underline the existence of many fundamental open questions on this challenging topic.

Fourier transforms are a powerful tool of classical analysis. More recently, they have also proved useful for the investigation of complex problems in discrete mathematics. In Chapter 12, “Fourier Transforms and Threshold Circuit Complexity,” Jehoshua Bruck provides an introduction to the basic techniques of Fourier analysis as they apply to the investigation of Boolean functions and neural networks. He explains, in particular, how they can be used to derive bounds on the size of the weights and on the depth of Boolean circuits consisting of threshold units.

The topic of “Neural Networks and Boolean Functions” is taken up again by Martin Anthony in Chapter 13. The author focuses first on the number and on the properties of individual threshold units, which can be viewed as linear, as nonlinear, or as “delayed” (spiking) threshold Boolean functions. He next discusses the expressive power of feed-forward artificial neural networks made up of threshold units.

Martin Anthony considers yet another class of graph representations in Chapter 14, “Decision Lists and Related Classes of Boolean Functions.” A decision list for function $f$ can be seen as a sequence of Boolean tests, the outcome of which determines the value of the function on a given point $x$. Every Boolean function can be represented as a decision list. However, when the type or the number of tests involved in the list is restricted, interesting subclasses of Boolean functions arise. Anthony investigates several such restrictions. He also considers the algorithmic complexity of problems on decision lists (recognition, learning, equivalence),
and he discusses various connections between threshold functions and decision lists.

The last part of the book focuses on “Applications in Engineering.”

Since the 1950s, electrical engineering has provided a main impetus for the development of Boolean logic. In Chapter 15, J.-H. Roland Jiang and Tiziano Villa survey the use of Boolean methods for “Hardware Equivalence and Property Verification.” A main objective, in this area of system design, is to verify that a synthesized digital circuit conforms to its intended design. The chapter introduces the reader to the problem of formal verification, examines the complexity of different versions of equivalence checking (“given two Boolean circuits, decide whether they are equivalent”), and describes approaches to this problem. For the solution of these engineering problems, the authors frequently refer to models and methods covered in earlier chapters of the book, such as satisfiability problems or binary decision diagrams.

In Chapter 16, Tiziano Villa, Robert K. Brayton, and Alberto L. Sangiovanni-Vincentelli discuss the “Synthesis of Multilevel Boolean Networks.” A multilevel representation of a Boolean function is a circuit representation, similar to those considered in Chapter 11 or in Chapter 13. From the engineering viewpoint, the objective of multilevel implementations is to minimize the physical area occupied by the circuit, to reduce its depth, to improve its testability, and so on. Villa, Brayton, and Sangiovanni-Vincentelli survey efficient heuristic approaches for the solution of these hard computational problems. They describe, in particular, factoring and division procedures that can be implemented in “divide-and-conquer” algorithms for multilevel synthesis.

The combinatorial structure of operating or failed states of a complex system can be reflected through a Boolean function, called the structure function of the system. The probability that the system operates is then simply the probability that the structure function takes value 1. In Chapter 17, Charles J. Colbourn explores in great detail the “Boolean Aspects of Network Reliability.” He reviews several exact methods for reliability computations, based either on “orthogonalization” or decomposition, or on inclusion-exclusion and domination. He also explains the intimate, though insufficiently explored, connections between Boolean models and combinatorial simplicial complexes, as they arise in deriving bounds on system reliability.
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<table>
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<tbody>
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