This book represents a modern approach to time series analysis which is based on the theory of dynamical systems. It starts from a sound outline of the underlying theory to arrive at very practical issues, which are illustrated using a large number of empirical data sets taken from various fields. This book will hence be highly useful for scientists and engineers from all disciplines who study time variable signals, including the earth, life and social sciences.

The paradigm of deterministic chaos has influenced thinking in many fields of science. Chaotic systems show rich and surprising mathematical structures. In the applied sciences, deterministic chaos provides a striking explanation for irregular temporal behaviour and anomalies in systems which do not seem to be inherently stochastic. The most direct link between chaos theory and the real world is the analysis of time series from real systems in terms of nonlinear dynamics. Experimental technique and data analysis have seen such dramatic progress that, by now, most fundamental properties of nonlinear dynamical systems have been observed in the laboratory. Great efforts are being made to exploit ideas from chaos theory wherever the data display more structure than can be captured by traditional methods. Problems of this kind are typical in biology and physiology but also in geophysics, economics and many other sciences.

This revised edition has been significantly rewritten and expanded, including several new chapters. In view of applications, the most relevant novelties will be the treatment of non-stationary data sets and of nonlinear stochastic processes inside the framework of a state space reconstruction by the method of delays. Hence, nonlinear time series analysis has left the rather narrow niche of strictly deterministic systems. Moreover, the analysis of multivariate data sets has gained more attention. For a direct application of the methods of this book to the reader’s own data sets, this book closely refers to the publicly available software package TISEAN. The availability of this software will facilitate the solution of the exercises, so that readers now can easily gain their own experience with the analysis of data sets.
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Preface to the first edition

The paradigm of deterministic chaos has influenced thinking in many fields of science. As mathematical objects, chaotic systems show rich and surprising structures. Most appealing for researchers in the applied sciences is the fact that deterministic chaos provides a striking explanation for irregular behaviour and anomalies in systems which do not seem to be inherently stochastic.

The most direct link between chaos theory and the real world is the analysis of time series from real systems in terms of nonlinear dynamics. On the one hand, experimental technique and data analysis have seen such dramatic progress that, by now, most fundamental properties of nonlinear dynamical systems have been observed in the laboratory. On the other hand, great efforts are being made to exploit ideas from chaos theory in cases where the system is not necessarily deterministic but the data displays more structure than can be captured by traditional methods. Problems of this kind are typical in biology and physiology but also in geophysics, economics, and many other sciences.

In all these fields, even simple models, be they microscopic or phenomenological, can create extremely complicated dynamics. How can one verify that one’s model is a good counterpart to the equally complicated signal that one receives from nature? Very often, good models are lacking and one has to study the system just from the observations made in a single time series, which is the case for most non-laboratory systems in particular. The theory of nonlinear dynamical systems provides new tools and quantities for the characterisation of irregular time series data. The scope of these methods ranges from invariants such as Lyapunov exponents and dimensions which yield an accurate description of the structure of a system (provided the data are of high quality) to statistical techniques which allow for classification and diagnosis even in situations where determinism is almost lacking.

This book provides the experimental researcher in nonlinear dynamics with methods for processing, enhancing, and analysing the measured signals. The theorist will be offered discussions about the practical applicability of mathematical results. The
time series analyst in economics, meteorology, and other fields will find inspiration for the development of new prediction algorithms. Some of the techniques presented here have also been considered as possible diagnostic tools in clinical research. We will adopt a critical but constructive point of view, pointing out ways of obtaining more meaningful results with limited data. We hope that everybody who has a time series problem which cannot be solved by traditional, linear methods will find inspiring material in this book.

Dresden and Wuppertal
November 1996
Preface to the second edition

In a field as dynamic as nonlinear science, new ideas, methods and experiments emerge constantly and the focus of interest shifts accordingly. There is a continuous stream of new results, and existing knowledge is seen from a different angle after very few years. Five years after the first edition of “Nonlinear Time Series Analysis” we feel that the field has matured in a way that deserves being reflected in a second edition.

The modification that is most immediately visible is that the program listings have been replaced by a thorough discussion of the publicly available software TISEAN. Already a few months after the first edition appeared, it became clear that most users would need something more convenient to use than the bare library routines printed in the book. Thus, together with Rainer Hegger we prepared stand-alone routines based on the book but with input/output functionality and advanced features. The first public release was made available in 1998 and subsequent releases are in widespread use now. Today, TISEAN is a mature piece of software that covers much more than the programs we gave in the first edition. Now, readers can immediately apply most methods studied in the book on their own data using TISEAN programs. By replacing the somewhat terse program listings by minute instructions of the proper use of the TISEAN routines, the link between book and software is strengthened, supposedly to the benefit of the readers and users. Hence we recommend a download and installation of the package, such that the exercises can be readily done by help of these ready-to-use routines.

The current edition has been extended in view of enlarging the class of data sets to be treated. The core idea of phase space reconstruction was inspired by the analysis of deterministic chaotic data. In contrast to many expectations, purely deterministic and low-dimensional data are rare, and most data from field measurements are evidently of different nature. Hence, it was an effort of our scientific work over the past years, and it was a guiding concept for the revision of this book, to explore the possibilities to treat other than purely deterministic data sets.
Preface to the second edition

There is a whole new chapter on non-stationary time series. While detecting non-stationarity is still briefly discussed early on in the book, methods to deal with manifestly non-stationary sequences are described in some detail in the second part. As an illustration, a data source of lasting interest, human speech, is used. Also, a new chapter deals with concepts of synchrony between systems, linear and nonlinear correlations, information transfer, and phase synchronisation.

Recent attempts on modelling nonlinear stochastic processes are discussed in Chapter 12. The theoretical framework for fitting Fokker–Planck equations to data will be reviewed and evaluated. While Chapter 9 presents some progress that has been made in modelling input–output systems with stochastic but observed input and on the embedding of time delayed feedback systems, the chapter on modelling considers a data driven phase space approach towards Markov chains. Wind speed measurements are used as data which are best considered to be of nonlinear stochastic nature despite the fact that a physically adequate mathematical model is the deterministic Navier–Stokes equation.

In the chapter on invariant quantities, new material on entropy has been included, mainly on the $\epsilon$- and continuous entropies. Estimation problems for stochastic versus deterministic data and data with multiple length and time scales are discussed.

Since more and more experiments now yield good multivariate data, alternatives to time delay embedding using multiple probe measurements are considered at various places in the text. This new development is also reflected in the functionality of the TISEAN programs. A new multivariate data set from a nonlinear semiconductor electronic circuit is introduced and used in several places. In particular, a differential equation has been successfully established for this system by analysing the data set.

Among other smaller rearrangements, the material from the former chapter “Other selected topics”, has been relocated to places in the text where a connection can be made more naturally. High dimensional and spatio-temporal data is now discussed in the context of embedding. We discuss multi-scale and self-similar signals now in a more appropriate way right after fractal sets, and include recent techniques to analyse power law correlations, for example detrended fluctuation analysis.

Of course, many new publications have appeared since 1997 which are potentially relevant to the scope of this book. At least two new monographs are concerned with the same topic and a number of review articles. The bibliography has been updated but remains a selection not unaffected by personal preferences.

We hope that the extended book will prove its usefulness in many applications of the methods and further stimulate the field of time series analysis.

Dresden
December 2002
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