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Preface

The econometric analysis of economic and business time series is a major field of research and application. The last few decades have witnessed an increasing interest in both theoretical and empirical developments in constructing time series models and in their important application in forecasting. This book aims at reviewing several important developments within the context of forecasting business and economic time series.

A full-blown textbook on all aspects of time series analysis will cover thousands of pages. For example, the field of unit root analysis has expanded in the last three decades with such a pace and variation that a book only on this topic would take more pages than the current book does. This book is therefore not intended to be a survey of all that is available and that can be done in time series analysis. Obviously, such a selection comes with a cost, that is, the discussion will sometimes not be as theoretically precise as some readers would have liked. Merely, it is our purpose that the readers should be able to generate their own forecasts from time series models that adequately describe the key features of the data, to evaluate these forecasts and to come up with suggestions for possible modifications if necessary. In some interesting cases, though, we also recommend further reading. To attain this, we make a selection between all the possible routes to constructing and evaluating time series models, between all the possible estimation methods, and between all the various tests that can be used. Basically, our choice is also motivated by the availability of methods in such statistical packages as Eviews, while sometimes a little bit of Gauss, R or Matlab programming is needed. In fact, all empirical results in this book are thus obtained. An additional motivation for our choice is given by our own practical experience in forecasting business and economic time series. This experience is also based on supervising projects of our econometrics undergraduate students during their internships at banks, investment companies, and consultancy agencies.

Preface

It is hoped that the reader finds the material in this book helpful to understand why such new methods can be useful for forecasting.

Although this book amounts to an introduction to the field of time series analysis and forecasting, it is necessary that the reader has knowledge of introductory econometrics. Specifically, regression analysis, matrix algebra and various concepts in estimation should be included in that knowledge. This book should then be useful to advanced undergraduate students and graduate students in business and economics, but also to practitioners and applied economists who wish to obtain a first, but not too technical, impression of time series forecasting. In fact, most of the material has already been used in “Time Series Analysis” courses for third year undergraduate students at the Econometric Institute in Rotterdam ever since 1996.

The first edition of this book (Franses (1998)) contained material that has now been deleted. Periodic models for seasonal data are not included anymore and also an extensive discussion of common features has been deleted. On the other hand, more details on ARCH models and on non-linear models have been included, where we draw from the material in a 2000 Cambridge University Press textbook by the first two authors. More importantly, this fully revised second edition contains exercises. Answers to selected exercises will be made available on a special website. These exercises match with those presented at past exams to our students.

This book was written during our affiliation with the Econometric Institute at the Erasmus University Rotterdam. This Institute is a very stimulating teaching and research environment. We wish to express our gratitude to our (then) colleagues Teun Kloek, Christiaan Heij, Herman van Dijk, Dennis Fok, Richard Paap, Andre Lucas, Marius Ooms and anonymous reviewers for their kind willingness to comment on some or all chapters.
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Anne Opschoor